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Chapter 2 Solutions

Solutions to Section 2.1

2.1

2.2

2.3

(a)
Die Result Coin(s) Result Number of Outcomes
1 {(H),(T)} 2
2 {(H,H),...,(T,T)} 4
3 {(H,H,H),...,(T,T,7)} 8
4 { (H,HH H),. (T, T, T,T) } 16
5 { (H,H,H, H, H),... (T, T,T,T,T) } 32
6 { (H{,H,H,HHH),..., (T,T,T7T1TT) } 64
There are a total of 126 outcomes.
(b) _
Die Result | Number of Heads | Number of Outcomes
1 {(0),(1)} 2
2 {(0),(1),(2)} 3
3 1 {00),(1),. - -+(3)} 4
4 {(0),(1),-..,(4) } 5
5 {(0),(1).-,(8) } 6
6 {(0),(1),.--,(6) } 7
There are a total of 27 outcomes.
(a) TNNE.
(b) (T UR)°.

(¢c) (TURUN)-.
Result 1: Since A and A° are mutually exclusive,
P(A)+ P(A)=P(AUA)=P(S) =1

and
P(A°) =1— P(A).

Result 3:
P(A)=P((ANB)U(ANB®%)=P(ANB)+ P(AN B°).

since AN B and A N B¢ are mutually exclusive.
Result 2: (Uses Result 3)

P(AUB)=P((ANB)U(ANB°) U (A4A°N B)).
Since all of these are mutually exclusive,

P(AUB) = P(ANB)+P((ANB°U(A°NB))
= P(ANB)+P(ANB°% + P(A°NB)
= P(ANB)+{P(4A) - P(ANB)]+[P(B) - P(ANB)]
= P(A)+P(B)-P(ANB).
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2.4

2.5

2.6

2.7

2.8

2.9

Result 4:
P(ANB®) = P(A) — P(ANB) = P(A) — P(B).
Since
P(ANB®) = P(A) - P(B) >0,

P(A) > P(B).
P(ANB) = 1-P((ANB)°)
= 1-P(A°UB°)
=2 1-[P(A°) + P(BY)]
> 1—[1-P(4) +1- P(B)]
> P(4)+P(B)—-1.

(a) (%) = 1326.
(b) (3) =6.
() () + () = 198.
Out of the 54 numbers, 6 of them will be chosen for the lottery and 48 will not. So for the
grand prize, the probability of winning is

O®) _ 1

(5:) 25,827,165

For the second prize, the probability of winning is

B _ 288
Gh 25,827,165

For the third prize, the probability of winning is

G 16,92

(G4 25,827,165

The total number of moves is m +n. On each move, the path can either go right or up.
So the number of paths between (0,0) and (m,n) is the same as the number of ways to fill

m + n moves with m rights (and the rest ups), or (™1").

First split the n objects into two groups, one with n; and the other with ny. Then we can
get r total objects by adding up the combinations selecting ¢ from group 1 and r — ¢ from

group 2, so that
n _ Z nl n9
r _ ~\i)\r—1)

If r <nj then we can only select up to n; objects from the first group and the upper limit
of the sum is n;. Otherwise, it is r, which yields min(ni,r). Similarly, if » > ny then we -
can only select up to ng objects from the second group, so r — i < ny and the lower limit
is 7 — ng. Otherwise, we can select r objects yielding a lower limit on ¢ of 0. So the final

result is
min(ni,r)
r i=max(0,r—nz) ¢ Tt

-2-
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n—1 n—1\ (n—=1)! (n—1)!
(r—1)+< r ) S Dm0 T Hmn)
n! r o on-—r
- rli(n —r)! (;;+ n >

_ (n)

n Coefficients
0 -1
1 1 1
2 1 2 1
3 1 3 3 1
4 1 4 6 4 1
511 5 10 10 5 1
2.10 (a) (}) =21
(b) (5)(2)*(=3)° = —20,412.
(¢) 3y = 210.
2.11 (a)
(3) _ 220
5 = 5ot
(b)
(7)) _ 32
Gh 5984
(c)
(3)3{1312) N (‘51@ N (2201‘5114) _ 44
(3) () (5) 5984
(d)
QC) B A LB ) 504
e I I I I c a3
2.12 (a)
-z% X % = 0.144.
(b)

25 5 5 4
BBX2—9+%X5—0167
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% X % X % = 0.002
2.13 (a)
P(TNN®) = P(T) — P(TNN) = 0.77 — 0.45 = 0.32.
(b)
P((TUR)®) =1—P(TUR) =1-P(T)—P(R)+P(TNR) =1—.77— .47+ .29 = 0.05.
(0)

P((TURUN)) 1-P(N)-=P(TUR)+P(NN(TUR))
1-0.63—-0.95+P(NNT)U(NNR))
—0.58+P(NNT)+P(NNR)—P(NNTNR)

—0.58 4+ 0.45 4+ 0.21 — 0.06 = 0.02.

2.14 If we order the 12 kids by team, then there are 12! ways to assign the performance ranks.
However, within each team, order is irrelevant, so we need to divide out the 3! ways of
ordering the three kids per team. So the final number of ways of ranking the teams is

12!

2.15 For all four suits to be represented, one suit must have 2 cards and the other suits must

have 1 card each. There are (}) ways to choose the suit with 2 cards, and there are &3]

ways to select the 2 cards from that suit. For the remaining suits, there are (113) ways to
select the 1 card from that suit. So the final probability is

GHEE) () 685,464

(%) 25,827,165
Solutions to Section 2.2
2.16
e
P(B|C) = 5%9(2_)02 = -g—% =0.5.
P9 = T S EAZFERB) 08B s
P(BYANC) = P(?(licQ)C) ='p(Aﬂ C’I)D(—AI;(g)OBﬂ c _ 0'2030.1 ~ 05,

z

2.17 (a) For A and B to be mutually exclusive, P(ANB) = 0 or P(AUB) = P(A)+ P(B). Then
. 0.8=0.4+p,

which means that p = 0.4.

-4-
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(b) For A and B to be independent, P(AN B) = P(A)P(B). Then
P(ANB) =P(A)+ P(B)— P(AUB) =04 +p— 0.8 = P(A)P(B) = 0.4p,

which means that p = 2/3.

2.18 (a) p _P(NNR) 021 _
(N|R) = P(R) ~ 047 0.447.
(b)
) — P(ﬁz,p)T)? P(T) ;ZS)RQT) _ 0.77();7().29 0603,
(¢)
preiN g = PFEONNR) _ PNAR) -PINNRNT) _021-006 _ ..

P(NNR) P(NNR) 021

2.19 (a) Let E; and F; denote whether the first return has an error or is flagged, respectively.
Then

P(ELN Fy) = P(FL|Ey)P(Ey) = 0.9 x % —0.15.

(b)

P(F,) = P(F\|E1)P(E,) + P(Fy|ES)P(E) = 0.15 + 0.02 x % = 0.167.

(c) Let Ep and F> denote whether the second return has an error or is flagged, respectively.
Then

' 4 5 ) 25
P(Eg) = P(EQlEl)P(El) +P(E2[Ef)P(Ef) = E X % + % X % = 0.167

and
P(F,NEy) = P(FQIEQ)P(EQ) =0.9 x 0.167 = 0.15.

2.20 Let A; and P; denote the events that an ace or a face card is drawn on the ith draw,
respectively. Then

P( ace before face card) = P(A;) + P((A1UP)°)P(A42) +...
_ _4_+(§E)i+(:°’ﬁ>2_4_+
~ 52 \52/52  \52) 52
)
52 = \ 52
4 1
= — | ——= ] =0.25
52 (1-%) 025

2.21

-5-
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(a) Let F and M denote the genetic contributions from the father and mother respectively.
Then the probabilities that a father contributes A or a are, respectively,

P(F = A) = P(F = A|AA)P(AA) + P(F = A|Aa)P(Aa) = py + qo/2.

and
P(F = a) = P(F = alaa)P(aa) + P(F = a|Aa)P(Aa) =19 + qo/2.

Then the probability that the first generation is AAis
p1=P(F=AM=A)=P(F=A)PM=A)=[P(F =A) = (po + q/2)"
Similarly, the probability that the first generation is Aa is

@ = PF=AM=a)+P(F=a,M=A)
= P(F=A)P(M=a)+P(F=a)P(M = A)
= 2P(F = A)P(F = a) = 2(po + 90/2)(r0 + ¢0/2).

Finally, the probability that the first generation is aa is
ri=P(F =a,M =a)=P(F =a)P(M =a) = [P(F = o) = (ro + q0/2)2.
(b) Similar to (a),
pa=(p1+a1/2)% g2 =2(p1 + q1/2)(r1 + q1/2), and 72 = (r1 + q1/2)%.

Then

P2 [(Po +q0/2)* + 2(po + q0/2) (70 + 90/2)/2]

= [(po+90/2)(po + q0/2 + 0 + q0/2)]?
= (po+q0/2)* (1)%,

2 = 2|[(po+a0/2) + 2(po + 90/2)(r0 + 90/2) /2]

x [(r0 + 40/2) + 2(p0 + a0/2)(r0 + 00/2)/2]

= 2(po+ g0/2) (ro +q0/2),

o= [(ro+0/2)% + 200 + a0/2(ro + 90/2)/2]”
= [(ro+q0/2)(ro + q0/2 + po + 90/2)]
= (ro+q/2)* (1)

For the recursive proof, assume that this set of equations is true for n. Then

Pn+1 = (Pn + Qn/2)2
= [(Po +90/2)* + 2(po + q0/2) (ro + QO/Q)/Q] ’

= [(po + 0/2)(po + q0/2 + 70 + q0/2))?
= (po+q/2)?
Gnt1 = 2(pn +¢i/2)(rn + qn/2)
= 2{(po + 20/2) + 2(po + 0/2)(r0 + 20/2)/2]

-6-
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x [(r0 + 90/2) +2(p0 + a0/2) (7o + 00/2) /2]
2(po +q0/2) (ro + q0/2),
Tny1 = (mn+ Qn/2)2
= [(ro+a0/2)® + 2000 + a0/2)(ro + 0/2) /2]
[(ro + g0/2)(r0 + q0/2 + po + g0/2)]?
(7‘0 + QQ/2)

2.22 Place of residence and opinion on a tax increase are not independent, since

100 i . 400 400
P( Yes and City) = 1000 = 0.1 # P(Yes)P(City) = m 00 = =0.16.

2.23

P(AjUA2U...UA,) = 1-P((A1UA3U...UA,)°)
- 1—P(Acr1A° mA°)
P(AC)P(AQ) P(47)
1—(1—p)n.

Using p = 0.9, for n = 2 the reliability is 0.99, for n = 3, the reliability is 0.999, and for
n = 4, the reliability is 0.9999. As n gets larger, the reliability approaches 1.

2.24 (a) The event that there is current from A to C is
(R1N Ry) U (R3) U (Ry N Rs).
~ (b) The probability that there is current from A to C is

P(Current) = P((RyN Ry) U (Rs)U (RsN Rs))
= P(R;NRy)+ P(R3) + P(RyN Rs)
—P(R1 N Rz N R3) —P(RiNRyN Ry NRs) — P(R3sN Ry N Rs)
+P(R1 NRyNR3N Ry ﬂRs)
= (0.9)%+0.9+(0.9)2 - (0.9)% — (0.9)* — (0.9)% + (0.9)5
= 0.996.

2.25 (a) Let D be the event that an appliance is defective. Then
P(BND)=P(D|B)P(B) =0.08 x 0.37 = 0.0296.
(b) |
P(D)=P(AND)+P(BND) = P(D|A)P(A)+0.0296 = 0.04 x 0.63 + 0.0296 = 0.0548.
()

P(BND) _ 0.0296
P(D)  0.0548

P(B|D) = = 0.5401.

2.26
-7-
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(a) Let E be the event that a tax return contains an error, and let F be the event that a
tax return is flagged. Then

P(ENF) = P(F|E)P(E) = 0.85 x 0.15 = 0.1275.
(b)
P(F) = P(ENF)+ P(E°NF) = 0.1275+ P(F|E°)P(E°) = 0.1275+0.05 x 0.85 = 0.17.
(c)

P(E°NF°) _ P(F|E®)P(E°) _ 0.95 x 0.85

P(EAIF) = P(Fe) ~  1-P(F) = 1-017

= 0.973.

2.27 (a) Let D and ND refer to the events where a person has or doesn’t have the disease,
respectively. Then

P(+|D)P(D) B 0.99 x 0.1
(+|D)P(D) + P(+|ND)P(ND) = 0.99 x 0.1 +0.02 x 0.9

P(D+) =3 = 0.846.

P(—~|ND)P(ND) 0.98 x 0.9

P(ND|-) = P(_IND)P(ND) + P(—|D)P(D) ~ 098 x 09+ 0.0 x 01 ~ %

The diagnostic test appears pretty reliable, although it is less reliable in identifying true
positives than true negatives.

(c)

P(+|D)P(D) B 0.99 x 0.001
(+|D)P(D) + P(+|[ND)P(ND) _ 0.99 x 0.001 + 0.02 x 0.999

P(Dl+) = 5 = 0.047.

(d) For rare diseases, too many false positives would appear in the screening program, and
it would not be very effective in identifying people with the disease.

Solutions to Section 2.3

2.28 (a) For this to be a p.m.f,,
> f(x) =c(1/2) + c(1/4) +c(1/8) +¢(1/16) = 1,

or ¢ =16/15 = 1.067.
(b) The c.d.f. is
0o ifz<l
1.067/2 = 0.533 ifl<z<?2
F(z)=1{ 0.533+1.067/4=08 if2<z<3
0.8+1.067/8=0.933 if3<z<4
1 if z > 4.

2.29 (a)

-8-
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z f(zr) Fly),forz<y<z+1
0 6/36 6/36

1 10/36 16/36

2 8/36 24/36

3 6/36 30/36

4 4/36 34/36

5 2/36 1

P(0 <z <3)=F(3) — F(0) = 24/36.

P(1<z<3)=F(2) - F(0) = 18/36.

2.30 (a) For this to be a p.m.f,

e 1
) = —_ =1
;f() ZZ___:ln(n+1)
Since n
Z 1 _n
Znn+1) n+l
then

[eo]
3 = lim —— =1,
= n—oon +1

and f(z) is a p.m.f.

(b) From (a) the c.d.f. is
0 ifzx<l
F(m)‘{ A i<z <itl

2.31 For z between n and N, the random variable X = z when the largest chip is z and the
remaining n — 1 chips are smaller than z. Out of the z — 1 chips smaller than z, we want
to choose n — 1, so there are

z—-1
n—1

ways to do this. The total number of ways to choose n chips is

so the p.m.f. is

2.32 (a) For this to be a p.d.f,

/xf(x)=A10.5dx+A3(0.5+c(x—1))dm=1.

-9.
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Since
[1@ = solb+ 5ol + Sz - 120
z
= 1.5+-§—(4—-0)=1.5+2c=1,

then ¢ must be —0.25.
(b) Using the value of ¢ found above, the new p.d.f. for 1 <X <3is

f(z) =0.5—-0.25(z — 1) = 0.75 — 0.25z.
The c.d.f. for z between 0 and 1 is
F(z) = /Ox 0.5dz = 0.5z.
At z =1, F(1) = 0.5, so the c.d.f. for z between 1 and 3 is
F(z)=F(1)+ /1 z(0.75—0.25ac) dz = 0.5+ (0.75z —0.1252%)F = —.12522 +0.75z — .125.

Then the final c.d.f. is given by

0 ifz<0

Flz) = 0.5z fo<z<l1
—.12522 + .75z — 125 if1<z<3
1 ifz > 3.

2.33 (a) Continuous.

(b)
| P(1<X<3)=F(3)—F(1)=08—0.4 = 0.4

()
P(X>1)=1-F(1)=1-04=0.6.
2.34 (a) Discrete.
(b)
P1<X<2)=P(X=1)=08-04=04.

(c)
P(X>1)=1-F(0)=1-0.4=0.6.

Solutions to Section 2.4

2.35 (a) The p.df. is
ifz=1,2,...,N
otherwise .

1
sw={ 7

-10-
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(b) The mean is

1& , /N+1\?2
= z—vzf—(—z—)
=

_ NWN+D@RN+1) <N+ 1)2

6N 2
_ N+1[2N+1 N+1
T2 [ 3 2]
N+ 1)(N-1)
=

(c) For a single die, N = 6, so that E(X) = 7/2 = 3.5 and Var(X) = (7)(5)/12 = 2.917.

2.36 (a) The mean is
E(X)=) zf()=0x01+1x0.2+...+8x0.02 =257

z

The variance is

Var(X) = > 22f(z) - BE(X)?=02x01+12x02+...+8%x 0.02 — 2.57% = 3.545.

(b) The skewness is

E[(X —u)’] _ (0-257)° x0.1+...+ (8 —2.57)% x 0.02
ol - (3.545)3/2

The distribution is positively skewed.

B3 =

= 0.948.

2.37 (a)

N (:c—l)
EX) = > zf(z)=) z-=2

—1
z z=n (],—Y)

1 z(z —1)!
(ZT‘L’) ; (n =1z —n)!

n(nl(N —n)!) (N +1)!
N! (n+ 1IN —n)!

-11-
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(b) We could estimate N by solving

_n(N+1)
T on+1
for N, which yields
s x(n: 1) _1L
2.38 Z i ) i )
EX)=) zf(z)=) =z = =00
p o ozr+l) o+l

2.39 (a) The expected demand is
E(X)=) af(z)=1x0.01+2x0.04+...+10 x 0.05 = 6.19.

z

(b) If X < n then
Profit =0.5X —1(n — X) = 1.5X —n.

If X > n then
Profit = 0.5n — 0.75(X —n) = 1.25n — 0.75X.

(c) The table of profits is below

Demand (z) 1 2 3 4 5 6 7 8 9 10
Probability (f(z)) 0.01 0.04 0.05 0.10 0.5 020 020 010 0.0 0.05
Profit (n = 5) 35 2 05 1 25 175 1 025 -05 -1.25
Profit(n = 6) 45 3 15 0 15 3 225 15 075 0
Profit(n = 7) 55 -4 25 -1 0.5 2 3.5 275 2 1.25

The expected profits are obtained by computing the weighted average of the profits,
weighed by the probability of each occurring.

0.798 ifn=>5
E(Profit) ={ 1.26 ifn=6
1205 ifn="7.

n = 6 maximizes the expected profit.

2.40 (a) The c.df. is
F(z) = 0 ifz<0
S i dr= s =1- g ife20
(b) To find the pth quantile, set
1

p=F($)=1_1+x

and solve for z. In this case,

For p =0.5,

-12-
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_ [P

Let ¢ = tan? 8, so that dz = 2tanfsec29df. Then

/2 2 2
BWX) = /0 2tan”fsec’f )

(sec?8)?
w/2
= 2/ sin® 6 df
0
T
==y

2.41 (a) Thec.df is
_J 0 ifr<1
Fz) = { [F2:3de=-2"2F=1-2"2 ifz>1

(b) To find the pth quantile, set
p=F(z)=1—2"2

and solve for z. In this case,

[ 1
T(05) =1 Tgg = V2 = 1414

(o] ’ o0
E(X)=/1 $><2a:—3da:=/ 2m'2d:r=—23;_1‘1’°=2.
1

For p = 0.5,

(¢) The mean is

Since - -
E(X2)=/ .’L‘2X2$_3d$=/ 2/$dx=2]nx[§°=oo
1 1

the variance is also oo.
2.42 (a) For this to be a c.d.f,
1 1 '
/0 flz) = /0 cz(l —z) = [cz?/2 — cz®/3)} = ¢/6 = 1,

or ¢ = 6.
(b) The c.d.f. is

0 ifz<0
F(z) =14 [y62(1—2)dz=(322—22%)[8 = (322 - 22%) if0<=z<1
1 , ifz>1
-13-
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(c) The mean is

1 1
E(X)= / z X 6z(l —z)dz = / (62% — 62%) dz = (22° — 1.52%)} = 0.5.
0 0
Since
1 1
E(X%) = / 2% x 6z(1 —z)dz = / (62° — 62*) dz = (1.52* — 1.22°); = 0.3.
0 0

the variance is
Var(X) = E(X?) — E(X)? = 0.3 — 0.52 = 0.05.

2.43 LetY =aX +b. Then
E(Y)=aE(X)+b
and
Var(Y) = E[(Y - E(Y))’]
- = E[(eX +b— (aB(X) + b))2]
= @’E[(X - B(X))’]
= a?Var(X)

2.44 (a) For X with a finite range 0,1,..., N,

N

E(X) = Y zf(2)=3 a(F()-Flz—1)

z=1

= 1?F(1) — F(0) +2(F(2) — F(1)) + ...+ N(F(N) - F(N — 1))

N-1
= NF(N)- Y F(z)

=0

4

= Y [F(N) - F(z)
z=0 .
N-1
= [1- F(z)]
z=0
As N — oo, -
E(X)=) [1-F(z)]
z=0
(b) For F(z) =1—(1-p)%,
- v
E(X) =IZ=;)[1— (1-(1-p)") —;0(1 P =gy = P

2.45

-14 -
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(a) For X with a finite range [0, 4],

A
B(X) = /0 f(z) da.

Let u = z,dv = f(z)dz. Then du = dz and v = F(z), and integration by parts yields
A A A
B(X) = cF ()[4 - /0 Flz)dz = A— /O F(z)de = / (1 - F(z)) ds.
0

As A — oo, -
B(X) = /0 (1 - F(z)) de.

(b) For F(z) =1 —e?2,
BX) = [ [-(-ede= [ e dm= e = 1/
0 0
2.46 (a) Let Y; be Bernoulli(p). Then
1
vyi(t) = E (M) = 3 ¥ f(y) = pe’ + .

y=0

Then
Px (t) = Yy, (£) -+ ¥y, () = Wy (O)]" = (pe’ + )™

(b) The first derivative of the moment generating function is
Px () = n(pe’ + q)" 'pe’.
Then
E(X) =/x(0) =n(p+ )" 'p = np.
The second derivative is
P () = n(n — 1)(pe’ + q)"*p°e” + n(pe’ + ¢)"'pe’.
Then
E(X?) =¢%(0) =n(n—1)(p+q)" 2p+n(p+9)" 'p=rnp[(n—1)p+1],

and
Var(X) = E(X?) — B(X)? = np[(n — 1)p+ 1] — (np)® = np(1 — p).

2.47 (a)
vx(t) = E(<)

X ATemA

— Z etz
= z!
00 (/\et)xe")‘

!
=0 Z:

e = (/\et)ze—()\e‘)

—et |
e =0 ZT.

-15-
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Since this sum is the sum of a Poisson()et) p.m.f. from 0 to oo, it reduces to 1 and
¥x () = N1,
The first derivative of the moment generating function is
Py () = (e,

Then
E(X) = ¢ (0) = A

The second derivative is
d)g{ (t) — (AZeZt)ez\(;:‘—l) + (/\et)e)\(et-l).

Then
E(X?) =y%(0) = A + ),

and
Var(X) = E(X?) —E(X)2 =22+ X - (1) =\

(b) Let ¥ = ¥, X;. Then
Py () = dx, () -, () = eME D (e 1) = (=D 3N

This is the moment generating function of a Poisson (3_; A\;) random variable.

Solutions to Section 2.5

2.48 (a)
Cov(aX +b,cY +d) = E[(aX +b—(aE(z)+b))(cY +d— (cE(Y) +d))]
= acE[(X - E(X))(Y - E(Y))]
= acCov(X,Y).
(b)
Var(X £Y) = EB{{(X £Y) - (B(X) = E(Y))]*}

E{[(X - B(X)) £ (Y - B(Y))*}

E [(X - E(X))*’| £2B[(X - E(X))(Y — E(Y))] + B [(Y - E(Y))’]
= Var(X) + Var(Y) £ 2Cov(X,Y).

(c) If X and Y are independent, then ‘
BXY) = [ oyf(s,y)dedy
z,y
/ /y 2y (2)f (y) do dy
- /y vfWdy [ of(@)dz = BX)E(Y)

and :
"Cov(X,Y)=E(XY)-EX)E(Y)=0.

2.49
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Cov(X,Y) = Cov(X;+ X2, X; — Xo)

E[(X1+ X2 — (B(X1) + E(X2)) (X1 — X2 — (BE(X1) — E(X3)))
E[((X1 — B(X1)) + (X2 — E(X2))) (X1 — E(X1)) — (X2 — E(X3)))]
E (X1 - B(X1))? - (X3 — B(X,))?]

= V(X1)-V(X2)=0.

So the correlation p is also O.

2.50
Cov(Y1,Y2) = Cov(Xp— X1,Xo — Xo)
= Var(Xp) — Cov(Xp, X1) — Cov(Xp, X2) + Cov(X1, X2)

- &

So the correlation is

p= %
\/crg + U%\/ag + a%

2.51
COV(XaXi —X) = Cov (%;X],Xz — -:.—I;XJ>
1 n-—1 1
= Cov (;zj:xj, —X; - ;;XJ)
= i2 [Cov (ZX,-, (n— 1)Xi> — Cov (ij,z)cjﬂ
" J J i
= ;12- [(n —1)Var(X;) — gVar(Xj)J
j#i
= % [(n —1)o? - (n— 1)02]
= 0.
2.52 (a)
(z,y) t fl=y)
(0,00 0 0.3
(0,1) 1 018
(0,2) 2 0.12
(1,0) 1 015
(1,1) 2 0.09
(1,2 3 0.06
(2,00 2 005
(2,1) 3 0.03
(2,2) 4 0.02
-17-
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(b)

1)
0.3
0.33
0.26
0.09
0.02

W N O

E(T) = tf(t)=0x03+1x033+...+4x002=12
t

Var(T) = S 2f(t) - B(T)? = 0% x 0.3+ 1% x 0.33 + ... + 4% x 0.02 — (1.2)> = 1.06.
t
(d) If heart and lung problems were positively correlated, E(T') would be slightly decreased.
Since 0, 2, and 4 (when X = Y') would be more frequent and most of the probability
is located at X = 0, a positive correlation would increase the likelihood that ¥ was
also low, and decrease the mean. The variance would be increased because, with the
correlation between X and Y, extreme values like 0 or 4 would be more likely.

2.53 (a)
E(X) = —200 x 0.2 + 400 x 0.8 = 280.

ox = 1/(~200 — 280)2 x 0.2 + (400 — 280)2 x 0.8 = 240.

E(Y) = —100 x 0.1 + 300 x 0.9 = 260.

oy = /(=100 — 260)2 x 0.1 + (300 — 260)2 x 0.9 = 120.

v flu)| v f)
—300 0.02 [ —500 0.18
100 0.18 | —100 0.02
300 0.08 | 100 0.72
700 0.72 | 500  0.08

BE(U) = =300 x 0.02 + ... + 700 x 0.72 = 540.

oy = /(=300)2 x 0.02 + ... + (700)2 — (540)* = 268.328.
E(V) = —500 x 0.18 + ... + 300 x 0.08 = 20.

oy = /(~500)2 x 0.18 + ... (500)2 x 0.08 — (20)2 = 268.328.

-18-
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E(U) = 280 + 260 = 540.
E(V) = 280 — 260 = 20.
oy = oy = /(240)2 + (120)2 = 268.328.

2.54 (a)

z fl@)|y J)
100 05 | 0 0.25
250 0.5 | 100 0.25
200 0.5

X and Y are not independent because

P(X =100,Y =0) = 0.2 # P(X = 100)P(Y = 0) = 0.5 x 0.25 = 0.125.

Yy flylz =100) f(ylz =250)
0 0.4 0.1
100 0.2 0.3
200 0.4 0.6
(c)
1500 4500
= = oo 2 2 — =
E(XY) g:ryf(x,y) 100 x 100 X 7zoom + -+ + 50 x 200 x Toos = 23750,
E(X) =175,
and '
E(Y) =0 x0.25 + 100 x 0.25 + 200 x 0.5 = 125.
Then
Cov(X,Y) = E(XY) — E(X)E(Y) = 23750 — (175)(125) = 1875.
2.55 (a)
! 8ay? |’ 3
fX($)=/ 8zydy = =4z — 42°.
z 2 |,
’ "
frly) = [soydo= L-| =4°.
0 2 o
Since

f(z,y) # fx(z)fr(y)
X and Y are not independent.
(b)

Sy 8y 2%
lf(y|x) T fx(z)  4z(l-z2) 1-—z%
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: 1,1
E(XY) = /O/zacy&vydyda:

1 1
= / 8z / y?dy dz
0 z

1
= / 8z2y3/3|% dz

= §/ 2% — 25 dzx
8
-5(3/3—:36/6)
4/9 = 0.444.

E(X) = /01 z(4z — 42%) dz = (4:1:3/3 - 4:z:5/5)(1) =8/15 = 0.533.

1 1
E(Y) = /0 y(4®) dy = 44°/5| =4/5=08.
Then -
Cov(X,Y) = B(XY) — E(X)E(Y) = 0.444 — (0.533)(0.8) = 0.017.

Solutions to Section 2.6

2.56 (a) Since

E(X;)=0
and
Var(X;) = (-1)2x 0.5+ (1) x 0.5 =1,
then
E(Y) = 10E(X;) = 0.
and

Var(Y') = 10Var(X;) = 10.
(b) An upper bound is

o2 10
(c) An upper bound is ,
_ o% 1/10
> <X =Ly .
P(IX]| 24) < 45 = —5 = 0.006

2.57 (a) ,
— ~ UX__ 1
P(|X—/i|SC)=1—P(|X"ﬂ|20)21—'67—1—@-

(b) To assure a probability of at least 0.95, i.e.

1
1—- —=0.95
nc?
then _ 1 _ 29
T 0.05¢2 ¢’

For ¢ = 0.1, n must be 2000. For ¢ = 1.0, n must be 20. For ¢ = 2.0, n must be 5.
2.58
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2
P(15§X§25)=P(|X—20|§5)=1—P(|X—20|25)21—%:0.2256.

Solutions to Section 2.7

2.59 (a) Let X be the number of occupied lanes, then X is binomial with n = 10 and p = 0.75.
Then

P(X<9)=1-PX=10)=1- Gg) (0.75)1°(1 = 0.75)° = 0.944.

EX)=np=10x075=17.5

and

ox = /np(1 —p) = /10 x 0.75 x (1 — 0.75) = 1.369.

2.60 (a) Let X be the number of times a participant will be selected, then X is binomial with
n =12 and p = 0.1. Then

EX)=np=12x01=1.2.
(b)

P(X=2)= (122) (0.1)%(1 - 0.1)!% = 0.230.
(c) Now p = 0.2, so that

P(X=2)= <122> (0.2)2(1 —0.2)}% = 0.283.

2.61 (a)
10y ¢ 30 10y 30 10y ¢ 30
P(X<2) = (02‘55‘)‘0) ! z‘fg)‘l) + (224(3)‘2) = 0.300 + 0.444 + 0.214 = 0.958.
4 4 4
(b)

P(X<2) = (3) (0.25)°(1 — 0.25)4 + @ (0.25)}(1 — 0.25)% + (g) (0.25)2(1 — 0.25)2
= 0.316 + 0.422 + 0.211 = 0.949.

The approximation is fairly accurate.

2.62 (a) X has a hypergeometric distribution with N =50, M = 2, and n = 3. Then

D65

flz) = 5= for z=0,1,2.
- (3)
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© (=0)

%)

P(X=0)= = 0.882.

(c) Using p = M/N =2/50 = 0.04,

P(X =0)~ (g) (0.04)°(1 — 0.04)® = 0.885.

The approximation is very accurate.

2.63 (a) Let X be the number of emissions in a week. X has a Poisson distribution with A = 0.25.
Then
6—0'25(0.25)0
0!
(b) Let ¥ be the number of emissions in a year. Y has a Poisson distribution with A =
0.25 x 52 = 13. Then

PX>1)=1-P(X=0)=1- =0.221.

PY>1)=1-PY=0=1-
2.64 (a) X has a Binomial distribution with n = 200 and p = 1/20 = 0.05. Then

2. (200 ; 200
P(X25)=1—P(X§4)=1—Z( )(0.05)’(1—0.05) 00—

i=o \ *

(b) The Poisson distribution fits because an error on a page is a rare event, and the number of
pages in the manuscript is large. Using A = 0.05 x 200 = 10, and the table of cumulative
Poisson probabilities, :

£, 1010

PX25)=1-PX<4)=1-)

1=0

T 1-0.029 = 0.971.

2.65 (a) Using the table of cumulative Poisson probabilities,

10 e—55i
P(X>100=1-)
1=0

=1-0.986 = 0.014.

il

(b) The distribution needs to be renormalized by the probability that X < 10, so the p.m.f.
is
' e™55% 1
1) = = Gose
Now the total probability sums to 1. Then

E(X) = if’: zf(z) = 4.910.

z=0

2.66 (a) E(X;) =np1 =2, E(X) =nps =4, E(X3) =np3 = 6, and E(Xy) =npy = 8.
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(b) Using Var(X;) = np;(1 —p;) and Cov(X;, X;) = —np;p;, the variance-covariance matrix
is ’
1.8 -04 -0.6 -0.8
-04 32 -12 -16

=1 06 -12 42 -24
-08 —-16 —-24 4.8
(c) Using
o COV(Xi,Xj)
ng— 0'1'0'3'
the correlation matrix is
1 —0.167 —0.218 —0.272
_ | —0.16 1 —0.327 —0.408
P=1 _0218 —0327 1  —0.535
—0.272 —0.408 —0.535 1
(d)
20!
P(X1=2,X2=4,X3=6,X4=8) = é-'m(0.1)2(0.2)4(0.3)6(0.4)8 = 0.013.

2.67 (a) Let X;, Xo, and X3 be the numbers of low, middle, and upper income people surveyed
out of 4, respectively. Then X;, X5, and X3 have a multinomial distribution with n = 4
, p1 = 0.3, p2 = 0.45, and p3; = 0.25. Then

|
PX1=1,X,=1,X3=2)= I,,—‘lf;—w(0.3)1(0.45)1(0.25)2 = 0.101.
(b)
|
P(X;=0,Xo=4,X3=0) = 0'%0—'(0.3)0(0.45)4(0.25)0 = 0.041.

(c) The number of people with high income, X3, is marginally binomial with p = 0.25. Then

P(Xs=0) = (3) (0.25)°(1 — 0.25)%.

2.68
P(Ny =ni, Ny =na,...,Ne=nJN=n) = fn1ma, - o)
In(n)
e MQADmM  eTre(Ae)me
— n1! nc!
- e—/\g)qn
n!
- (3 ()3
T onglng!ooongd LA A A ’
_ n! n o
2.69
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(a)

2.70 (a)

Out of the first z — 1 trials, we need r — 1 successes, and then the final trial must be a
success. The number of ways to do this is

r—1
r—1)
Then since there are r successes and z — r failures,

-1
flz) = (f_1>PT(1—p)I—T, forz=rr+1,....

Let X; be ii.d. geometric random variables with success probability p. Then we obtain
r successes by letting X = X; +... + X,. Then

E(X) = iE(Xi) =rx
=1

SRR

and

.
Var(X) =) V(X;) =r x lpzp.
- =1

Let E denote the event that the Eastern Conference team wins the series. Then
P(E) = P(E, 4 games) + P(E, 5 games) + P(E, 6 games) + P(E, 7 games).

For the Eastern Conference team to win in j games, it must have won 3 out of the first
j — 1 games, as well as the last one. So

P(E, j games) = (J 3 1>p4qj‘4

P(E) = @)p"qo + (;)p“ql% (g)p"qz + (g)p‘*qs-

Let W denote the event that the Western Conference team wins the series. Then the
formula for the probability that the Western Conference team wins in j games is similar
to that of the Eastern Conference, but with p and ¢ switched. Then

and

P(Series ends in j games) = P(E, j games) + P(W, j games)

= (I aea [T 4 s
(3)104 +<3 g p’

_ (j ; 1) [p4qj—4 + q4pj-—4] _

Solutions to Section 2.8

2.71 (a)

100 - 90

P(90 < X <100) = 0070

= 0.333.
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(b) To find the 90th percentile, set

100-b

P(b< X <100) = too—rs =

0.1.

Solving for b gives b = 97.

2.72 (a) If city A is at mile 0 and city C is at mile 75, then city B is at mile 25. Then the
probability that the car is towed more than 10 miles is

PI0< X < 15)+P(35§X365)=;—5+—?—g=0.467.

(b) The probability that the car is towed more than 20 miles is

P(45 < X < 55) = %g =0.133.

P(Towed > 10 milesN X > 20)
P(X > 20)

P(35 < X <65)

P(20 < X < 75)

3075

= 55/75 = 0.545.

P(Towed > 10 miles|X > 20)

2.73 (a) To find the pth quantile, set
Flz)=1-e%%=p

and solve for z, which yields
z = -101In(1 — p).

For p = 0.5, the median is 6.931. For p = 0.75, the 75th percentile is 13.863.

(b) There are no jobs in 15 minutes if the arrival time of the first job is above 15 minutes,
so
P(No jobs in 15 minutes) = P(X > 15) = 1 — F(15) = e~ %119 = 0.223

2.74 (a) If the mean time to failure is 10,000 hours, then A = 1/10000. To find the median, set
F(z)=1-¢™3/10000 — g5
and solve for z, which yields
z = —100001n(1 — 0.5) = 6931.472.
(b)
P(X >1000) = 1 — F(1000) = e™1000/10000 — ¢ 905,

(c) Because of the memoryless property of the exponential distribution,

P(X > 2000|X > 1000) = P(X > 1000) = 0.905.
2.75
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Let X; be the failure time of the ¢th bulb. Then X; is exponential with failure rate A =
1/10000. Since T = X1+ Xa+...+ X5 is the sum of 5 exponential distributions with failure
rate A = 1/10000, T has a gamma distribution with the same failure rate A = 1/10000 and
r = 5. Then , 5

ET)=53= 1/10000

= 50,000

and o 5

Var(T) = 35 = {/10000)2

= 500, 000, 000.

2.76 Let X be the beta random variable under study. For E(X) to be 3/4,

or a = 3b. For Var(X) to be 3/32,

adb 3b? 3

@+b)2(a+b+1) (4)2@b+1) 32

or
3x32=3x16x (4b+1)

or b = 1/4. Then solving for a yields a = 3/4.

2.77

3
E(X) = —— =37 =075

_ ab _ Ix1
T (a+b)2(a+b+1) (3+1)2(3+1+1)

Var(X) = 0.0375.

Then solving v (
E(T)-10
E ="
(X) 30
for E(T) yields
E(T) = 30E(X) + 70 = 92.5.
Similarly, solving

Var(X) = Vzro(f )

for Var(T') yields
Var(T) = 30%Var(X) = 33.75.
Solutions to Section 2.9

2.78 (a)
P(Z < 1.68) = 0.9535,

P(Z > 0.75) = 1 — 0.7734 = 0.2266,
P(Z < —2.42) = 0.0078,
P(Z > —-1) =1-0.1587 = 0.8413.
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P(1< Z <2)=0.9772 — 0.8413 = 0.1359,
P(—2< Z < —1) = 0.1359,
P(~15< Z < 1.5) = 0.9332 — 0.0668 = 0.8664,
P(—1< Z <2) = 0.9772 — 0.1587 = 0.8185.
(c)
P(Z<z;)=1-01=0.9,
P(Z> —z05) = 1 — 0.05 = 0.95,
Plzas < Z < z01) = 0.25 — 0.01 = 0.24,
P(=z25 < Z < zg1) = 0.75 — 0.01 = 0.74.
2.79 (a)
z3 =~0.525, z15 = 1.04, and zg75 = 1.44.

(b) Since z, = p + 20,
o3 =4+ (0.525) x 3 = 5.575,

T35 =4+ (1.04) x3="7.12,
Tos =4+ (1.44) x 3 = 8.32.

2.80 (a) Let X be the weight of coffee in a can. Then

- —16.
P(X<16)=P(Z=XJ“<160561>=P(Z<—0.2)=0.4207.
(b)
. _(16-161 _ X-—p 165-16.1
P(16 < X <16.5) = P<T<Z_ < 0E )

= P(-0.2< Z<0.8) =0.7881 — 0.4207 = 0.3674.

(c) To find the 10th percentile, set

P(Z<$—~9-‘—“>=o.1
g

or
To=p+ 290 =161+ (—1.28) x 0.5 = 15.46.

2.81 (a) W has a normal distribution.
(b)
E(W)=E(U) - E(V) =160 — 120 = 40

and ,
Var(W) = Var(X) + Var(Y) = 30% + 252 = 1525.
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P(U -V >50) v 50"4())

P(W >50)=P (Z = >
( ) o V1525
P(Z > 0.256) =1 —0.6020 = 0.398.

2.82 (a) X —Y has a normal distribution with

E(X —Y) = 0.526 — 0.525 = 0.001 and

ox_y =1/(3)2 +(4)2 =5x107%
(b)

P(X-Y >0)=P

(Z=X—Y—/.L>0—O.001

5% 10_4) = P(Z > —2) =1-0.0227 = 0.9773.

(c) Since the number of pairs that fit together has a binomial distribution with n = 10 and
p = 0.9772, this probability is

(190> (0.9772)°(0.0228)" + (ig) (0.9772)°(0.0228)° = 0.185 + 0.794 = 0.979.

2.83 (a) X has a normal distribution with mean p = 90 and SD = ¢//n = 20/V25 = 4.
(b)
T — e _
HE o 100 — 90
oz 4

P(X >100) =P (Z = ) = P(Z > 2.5) = 0.0062.

(c) To find the 90th percentile, set

ox
or
Foto = 1+ 70100 = 90 + (1.28) x 4 = 95.12.

Solutions to Section 2.10

2.84
X
Fy(y) = P(ng)=P<ln1_XSy)
y
- P(Xs ° )
1+ €Y
v
= F
X(1+ey
&Y
T l+ey
Then p - v e e
) =R =g " Grar - G+e)? 1+
2.85
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Fy(y) = P(Y <y)=P(tan(X) <y)
= P(X < arctan(y))
arctan(y) — (—7/2)
7/2 — (—7/2)
arctan(y) + 7/2

Then )
fr(y) = Fy(y) = 0+

2.86 The c.d.f of X is z
/ Az~ g = g A =1 -2
1

Then the c.d.f. of Y is

Fy(y) = PY <y)=P(n(X)<y)
= P(X<¢é)
1—(e¥) P =1-e.

So Y has an exponential distribution with rate parameter A

2.87 (a) Solving
Y1 = Xl/Xz and Y2 = X2
for X; and X yields
X1 = Y1Y2 and X2 = Yg

Then the Jacobian of the transformation is

9z1 Oz
oy1  9y2

0zy Oz
oy1 Oy

Y2 U

J= 0 1

Finally, the p.d.f. is
g(y1,y2) = fF@1(y,92),%2(y1,92))|J]

1 (ny2)?  ¥5
= o eXp{ 2 9 V2
Y2

Y5 2
= 5P {—7(1 +yi } .

oo. 2
fly) = /_m%exp{—%(Hy?)} dys

o 2
= 2 yzexp{—yi(Hy?)} dy>
™ 2

2.88

-29.-

Copyright © 2000 Pearson Education, Inc. Publishing as Prentice Hall.



Solving .
1= §(X1 —Xp)and Y2 =

N -

(X1 + Xo)

for X; and X, yields
Xi=Y1+Y and Xo =-Y1 + Y,

Then the Jacobian of the transformation is

oz, @
g fn -11 '
oy1 Oy2
Finally, the p.d.f. is

91,y2) = f1(y1,92), Ya(y1,¥2))|J]

= 16—(y1+y2)/2le—(—y1+yz)/2 X 2
2 2

= le_y2/2‘

This p.d.f. is valid only when z; > 0 (or y1 > —y2) and 22 > 0 (or y1 < y2). So the final
domain is —y2 < y1 < y2. Then the marginal distribution of Y3 is

Y2
=127 %2, y2 > 0.

vl _ 1
fy2) =/ S€ dyr = Syien”
—Y2 —Yy2

Similarly, the marginal distribution of Y; is

o
f) = / e dy,
ly1|2

-1 _
— —e Y2

2wl

[ee]

= %e"lyll for — o0 <y < 0.
Since f(y1,y2) # f(y1)f(y2) they are not independent.

Solutions to Chapter 2 Advanced Exercises

2.89 (a) Since there are n — 1 husband/wife pairs left after the ith man is paired with his wife,

there are (n — 1)! ways to permute the wives (keeping a fixed ordering of the husbands).
Then (n—1)! '
n — 1)!
Pl ==
Similarly, after the ith and jth men are paired with their wives, there are n — 2 hus-
band/wife pairs left, with (n —2)! ways to permute them, yielding

(n—2)!
n!

P(A; N Aj) =

This reasoning applies for any number of men paired with their wives.
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(b) From the inclusion-exclusion formula,
P(AiN...NAn) = Y P(A4) =Y PANA)+...+(-1)"'P(41Nn...N 4,)
i i#]
— 1) — 91
= ng_,n_l)'_ <n>u+“+(_l)n-1%

n!

1 _
= 1—§+...+(—1)n 1

P(A]_m...ﬂAn)=2n:(

The Taylor Series expansion for e* is

ez=l+x+z2/2!+...+%+...
Letting z = —1 gives
- 1 1 (=)™
1— — — — —
e =1 1+2! 3!-l-...+ o + ..
and ) (=11
1 -1)"=
_1_ _ = il — .
l—e=1 2!-{-3!+...-l- o +...—n1l>n§oP(A1ﬂ...ﬂAn).

2.90 (a) For the left matchbox to be emptied on the (2n — m + 1)st trial, out of the first 2n —m
trials, the left pocket must have been chosen exactly n times. There are

2n—m
n
ways this could happen, each with probability

(1/2)™(1/2)*~™.

Then on the final trial, the left matchbox must be chosen(with probability 1/2), so the
final probability is

<2n; m)(l/z)n(l/z)"'m x (1/2) = <2n; m)(1/2)"+1(1/2)”""‘-

(b) The probability that either is found empty with m remaining in the other is just the sum
of the probabilities for when the left is emptied and when the right is emptied. Since -
these are identical, this probability is ‘

2n —m n n-m _ [2n—m n—m
2( . )(1/2) *t1(1/2) _< . )(1/2)2 ,
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2.91 (a)

p; = P( A ruined|i dollars )

P( A ruined|: dollars, loses next round )P( loses next round)

+P( A ruined|i dollars, wins next round ) P(wins next round)

= P( A ruined|i — 1 dollars )(1/2) + P( A ruined|i + 1 dollars )(1/2)
= %pi-—l + %pi+1-
s0
Pi/2 = pi-1/2 = pi+1/2 — pi/2
and
Pi — Pi-1 = Pi4+1 —Pi = 0.

(b) The recursive equations are p; = pg+ 9 =1+6, p2 = p1 + 0 = 1 + 24, and so forth, so
that p; = 1 + 1. Then at stage a + b,

0=pg+b =14 (a+b)d
or § = —1/(a+b). Then

pa=1—|—a5=1—a =

(¢)

p; = P( B ruined|i dollars )
= P( B ruined|: dollars, loses next round )P( loses next round)
+P( B ruined|i dollars, wins next round )P(wins next round)

= P( B ruined|: — 1 dollars )(1/2) 4+ P( B ruined|i + 1 dollars )(1/2)
1 1
= §Pi—1 + FPit1-
S0
Pi — Di1 = Pit1 —Pi = 0.
The recursive equations are py =po+d =1+, pp =p1 +J =1+ 24, and so forth, so
that p; = 1 +46. Then at stage a + b,
0=petp =1+ (a+b)d
or d = -1/(a+b). Then

b _a
a+b a+bd

pp=14+0b0=1-
Since p, + pp = 1, there is no probability that the game will go on forever.

2.92 (a) ‘
f@) = f(e]lY = 1)P(Y = 1) + f(a]Y = 2)P(Y = 2) = pLf1(2) + p2f2(2).
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(b)
E(X) = / zf(z) dz
= /g;m(plfl((li) +P2f2(l‘)) dz

pl/xfl(m)dl' -*-:l?z/mfz(ﬂﬁ)dﬂlC
T T
= pi1p1 + D2p2.

B(X?) = / 22 f(2) do
= [ S0110) +pefale)) da
= pl/zzzfl(:c)dm +p2/xx2f2(x) dz

p1(of + pd) + pa(o3 + u3).

Then
0% = p10% + 203 + p1uf + popd — (prp + pap2).

2.93 (a) Using
E(X) = E[E(X[Y)],

and
E(X?) = Var(X) + [E(X))?,

then
Var(X) = B(X?)-[B(X)P
= E[BEXYY)] - [B(EBXY))
= E[Var(X|Y) + [B(X|Y)]?] - {E [B(X|Y)?] - Var [B(x|v)]}
= FE[Var(X|Y)]+ Var[E(X|Y)].

(b) Let 1{-} denote an indicator variable which takes on the value of 1 if the condition inside
the braces is true. Since E(1{-}) = P(-), the probability of the condition,

Var(X) = E[Var(X|Y)]+ Var [E(X]Y)]
= E[of1{Y =1} + o3 1{Y = 2}| + Var [ 1{Y =1} + po1{V =2}
a%pl + a%pg + u%pl(l —-p1)+ u%pg(l —p2) + 2u1p2Cov(1{Y = 1}1{Y =2})
= p10% +pao3 + p1ud + paud — (uip1)? — (pap2)? + 2p1pop1p2
= p10% + P20 + p1pd + papi — (Pru1 + pape)’.
2.94 (a)

{N; =n} < n events have occurred by time ¢
< the total time for n events is < ¢t and the total time for n + 1 events is > ¢
=4 {X St,X+Tn+1 >t}
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P(N;=n) = P(X <X +Tpi1 > 1)
t
- / P(X € [5,7 + dz)) P(Tpsr > ¢ — 7) do
0

t \n.n—1_—Az
— / AT € e—A(t—l‘) dz
o I(n)

t }\nxn—le—}\t
= / ——dz
0 T'(n)
>\ne—)\t " .
T'(n) ‘;|0
(}\t)ne—/\t
n!

since ['(n) = (n — 1)!. So N; is Poisson(At).

?

2.95 (a)

t
PX<t) = [ fxl@)de
t Anxn—le—)\z
b=t
ATL

¢
= " le™ A g,
T'(n) Jo

dzx

Also, X <t if and only if the number of events at time ¢ is > n, so

. e M(At)¢

P(X <t)=P(Ne2n)=3 — .
=n

(b) Using the table of Poisson cumulative probabilities,

P(N1025)=1-Z4:

=0

e 55!

q= 1 —0.440 = 0.560.

2.96 (a)

Yx(tIN) =
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E(efx) = E[B(e) IN]

- o[+

_ i (pet n q)N e—/\)\N
N=o N!
e & e MPe+a) [A(pet + q)] "
T e—Xpet+q) = N!

= exp{-A+pe’ + X1 -p)} x1
= exp{-Xp(e’ - 1)}

Note that the sum reduces to 1 because it is the sum of the Poisson p.m.f. over the
entire range. This unconditional m.g.f. is the m.g.f. of a Poisson(Ap) random variable.

2.97 (a) Since the m.g.f. of X is
Mx(t)=E (etX) =E (e“nT) =E (Tt) ,

then 2
E(T) = Mx(1) = HD+5 (1)? = guto?/2

and )
E(T2) — MX(2) — e,LL(2)+5’2—(2)2 — 62/.L+20'2.

The variance is then

Var(T) = B(T?) — B(T)? = %427 — 47" = gt (e"2 - 1) :

(b) Since
: Y =log, T = log, 10 x log; 0T = log, 10 x X,

then
Y ~ N (loge10 x 4, (log, 10)* x (05)%).

Then by the results of (a),

1 1
E(T) = exp{uy + 507} = exp{41og, 10 + 5(0.5log, 10)%} = 19, 400.
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