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1.2 CONVERGENCE

1. Compute each of the following limits and determine the corresponding rate of
convergernce.
(a) lim,_ e 7?3—112
(b) lim,—o (VR +1—+/n)
(€)  limy,_o S22

; 3n%—1
(d) hmn""o 7n§+n+2

(a) Forn>1,

0| = < —=—.
n3 +2 nd+2 " n3  n?

n—1 ‘ n—1 n 1

Thus, =% converges to 0 with rate of convergence O(1/n?).

n:

(b) Note that
1
lim (Vn+1—+vn)=lim ————= lim ——— =0
i ( V) = lim Vn+l—+yn n—cyn+1+yn

Because )

1
vn+1l—+/n)—0|= < ,
I vm =0 Vntl+y/n o 2vn
it follows that v/n + 1—+/n converges to 0 with rate of convergence O(1//n).
(c) Since —1 <sinn < 1 for all n, it follows that

1 sinn 1
n n n
for all n. Then, by the squeeze theorem, lim,, SifL" = 0. Moreover, because
i 1
sinn 0‘ <1
n n
the rate of convergence is O(1/n).
(d) Forn > 13,
3nt —1 3 3n+ 13 4n 1

™m2in+2 7

’: 2t nt2) 4972 " 1on’

Therefore, % converges to 2 with rate of convergence O(1/n).
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2. Compute each of the following limits and determine the corresponding rate of
convergence.
e —1

(a) hma:*)() I

(b) lim, o sz

(¢) lim, o <=cope—s
. COSI*1+CE2 2—z*/24
(d) limg_o xg/ /

(a) From Taylor's Theorem, e* = 1 + z + %126'5 for some & between 0 and z.
Hence,

r—1 1
¢ =14 —xet.
T 2

Because
e’ —1

X

1
= ylelet <ol

for all z satisfying |z| < In2, it follows that

‘/B_

e .
lim =1 with rate of convergence O(z).
xr—0 x
(b) From Taylor's Theorem, sinz = x — %cosg for some £ between 0 and z.
Then, )
sinx
=1- T cos&
x 6
and
sin x 1 1
—1| = =]z cos €] < =22
T ‘ 6| f= 6
Finally, .
sin x )
lirr%) =1 with rate of convergence O(z?).
xr— x

(c) From Taylor's Theorem, we have

1 1
e =14+z+ §x2 + Ewse‘fl

and

3

1 1
cosz =1—-z?+ —z’sin&

2 6
for some &; and & between 0 and x. Then

e’ —cosr —x T .
—m = 1+6 (efl —smfg).

For sufficiently small z, %' < 2, so |e®* —sin&;| < 2+ 1= 3. Thus,

et —cosxr —x

| | . 1
5 1 :€|el—sm§2|§§\x|,

T
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and .
. €Y —cosy—x _
hn}J ——————— =1 with rate of convergence O(z).
T— x

(d) From Taylor's Theorem, we have

_ 1, 1 4 1 6,1 s
Cos:cflfix +ﬂaz f%x +§£ cos &
for some £ between 0 and x. Hence,
cosx—1+%x2—ix4 1 1,
6 :—m—l—gx cosé&,
and 1.2 1. 4
cosx — 1+ 52° — gz 1] 1 5 9
.,1:6 % —§|I COS§| S g‘x |
It therefore follows that
1.2 14
hmcos:c—1—|—§x — 517 :_i
x—0 SCG 720

with rate of convergence O(z?).

3. Numerically determine which of the following sequences approaches 1 faster, and
then confirm the numerical evidence by determining the rate of convergence of

each sequence.

2 2

(sinx) .

sinx

lim 5 versus lim
z—0 X r—0 X

sin

2 .
~3— converges toward 1 more rapidly

The values in the following table suggest that
(sin z)?
x2

than

2

sin 2

sinz
. " ( " )
1.000 0.84147098480790 0.70807341827357
0.100  0.99998333341667 0.99667110793792
0.010  0.99999999833333  0.99996666711111

0.001  0.99999999999983  0.99999966666671
To confirm this conclusion, note that by Taylor's Theorem,

) 1
sinu = u — 6u3cos§,

2

for some £ between 0 and u. Using the substitution u = x*, we find

. 1
sinz? = 2% — 61}6 cos &
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for some & between 0 and 2. Consequently,

sin z:2

22

- 1’ = éx4|cos§| < éx4.
Starting from f(x) = (sinz)?, we find
() =2sinzcosx = sin2z, f’(x) =2cos2z, f”(x) = —4sin 2z,
and () = —8cos2z. Therefore,
(sinz)? = 2% — éx‘l cos 2¢

for some £ between 0 and z, and

i 2 1 1
% - 1’ = §x2|c052§\ < ga:Q.
Finally,
’ sin 22 4 (sinz)? 9
- =14+ 0(a") and 2 =14 0(z%).

4. Suppose that 0 < a < b.
(a) Show that if a,, = o+ O(1/nb), then a,, = o+ O(1/n%).
(b) Show that if f(z) = L + O(a?), then f(z) = L+ O(x%).

(a) Suppose a,, = a + O(1/n’). Then, there exists a constant A such that for
sufficiently large n, o, — | < A%, Because a < b, it follows that n® < n’
and - > & for all n > 1. Thus,

nb
1 1
o —al <A < A—,
n ne
and o, = a + O(1/n%).

(b) Suppose f(z) = L+ O(2"). Then, there exists a constant K such that for all
sufficiently small @, | f(x) — L| < K|x|’. Because a < b, it follows that for all
lz| <1, |z|® < |=|*. Thus, for sufficiently small z,

|f(z) — L| < K|2|" < K|z|°,

and f(z) =L+ O(z%).

5. Suppose that fi(z) = L1 + O(z?) and fa(x) = Ly + O(2%). Show that

c1fi(x) + eafa(x) = c1 Ly + calo + O(2°),
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where ¢ = min(a, b).

Suppose fi(z) = L1 +O(z%) and fo(z) = Lo +O(x"). Then, there exist constants
K and K> such that for all sufficiently small x, | fi(x) — L1| < Ky|z%| and | fo(x) —
Ly| < Ko|2®|. Let ¢; and ¢y be any real numbers. Applying the triangle inequality,
we find

lerf1(w) + cafe(x) — (c1L1 + c2La)| lea|| f1(@) — La| + [e2|[ fa(x) — Lo

|e1| K |2 + [ea] Ka|a].

IAIA

Now, let ¢ = min(a,b). Then, for |z| < 1,
le1 | K2 + [ea] Kala®| < Jer| Kila®] + [ea Kalaf| = (Jer|[ K1 + |ea| K2)|a€).

Consequently,
lel(I) + Cgfg(l’) == ClLl + CQLQ + O(Z’c)

. The table below lists the errors of successive iterates for three different methods
for approximating /5. Estimate the order of convergence of each method, and
explain how you arrived at your conclusions.

Method 1 Method 2 Method 3
4.0 x1072 3.7 x1074 4.3 x1073
9.1 x10~4 1.2 x1071° 1.8 x10~8
4.8 x10~7 1.5 x10~60 1.4 x10724

If a sequence converges of order «, then the error in each term of the sequence is
roughly the error in the previous term raised to the power a. From the data for
“Method 1,” we see that each error is roughly the previous error squared; therefore,
we estimate the order of convergence to be a = 2. From the data for “Method
2," we see that each error is roughly the previous error raised to the fourth power;
therefore, we estimate the order of convergence to be aw = 4. Finally, from the data
for “Method 3,” we see that each error is roughly the previous error raised to the
third power; therefore, we estimate the order of convergence to be o = 3.

7. Let {pn} be a sequence which converges to the limit p.

(a) If
lim P =Pl

what can be said about the order of convergence of {p,} to p?
(b) If

)

lim Pni1 —pl
n—oo |p, — p|*

what can be said about the order of convergence of {p,} to p?

o0,



(a)

(b)
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If

S St { Y

n—oo |pp —p|®
then the numerator approaches zero faster than the denominator. In order
to achieve a nonzero limit, we must increase the power in the denominator.

Therefore, the order of convergence must be greater than a.
If
lim [Pnt1 — pl
n—oo |pn — p|*
then the denominator approaches zero faster than the numerator. In order
to achieve a nonzero limit, we must decrease the power in the denominator.
Therefore, the order of convergence must be less than a.

— 00,

. Suppose theory indicates that the sequence {p,} converges to p of order 1.5.
Explain how you would numerically verify this order of convergence.

To numerically verify the order of convergence, calculate the ratio

|pn+1 - p|
|pn _p|1'5

for several successive values of n. If the order of convergence is @ = 1.5, these
ratios should approach a constant, specifically the asymptotic error constant.

. Theory indicates that the following sequence should converge to v/3 of order
1.618. Does the sequence actually achieve an order of convergence of 1.6187 If
not, what is the actual order?

Dn
2.000000000000000

1.666666666666667
1.727272727272727
1.732142857142857
1.732050680431722
1.732050807565499

T W — O S

Because the values in the third column of the following table appear to be approach-
ing a constant, the evidence suggests that the sequence does, in fact, converge
toward v/3 with order of convergence o = 1.618.

|pn - \/§|/‘pn—1 - \/§|1'618

n p?’L
2.000000000000000

SO W=

1.666666666666667
1.727272727272727
1.732142857142857
1.732050680431722
1.732050807565499

0.55066002953142
0.39429299851516
0.52358803162884
0.43100791441420
0.48525581579327
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Theory indicates that the following sequence should converge to 4/3 of order
1.618. Does the sequence actually achieve an order of convergence of 1.6187 If
not, what is the actual order?

Dn
1.498664098580016

1.497353997792205
1.428801977335339
1.401092915389552
1.376493676051456
1.361345745573130
1.351034482500881
1.344479850695066

O U W~ O S

Because the values in the third column of the following table are increasing with
n, the evidence suggests that the sequence does not have order of convergence
a = 1.618, but rather that the order of convergence is less than 1.618. Because
the values in the fourth column appear to be approaching a constant, these values
suggest that the sequence is converging to 4/3 with order of convergence a = 1.

Pn |pn —4/3|/Ipn-1 — 4/3|1'618
1.49866409858002

Ipn - 4/3‘/|pn—1 - 4/3‘

O~NOOCT A~ WN R~ 3

1.49735399779221
1.42880197733534
1.40109291538955
1.37649367605146
1.36134574557313
1.35103448250088
1.34447985069507

3.01718763541581
1.77891367138598
3.03079120639280
3.36181849329742
4.52671513900300
5.75689539760301
7.61855893491390

0.99207588021590
0.58205253781266
0.70975745769255
0.63696294174768
0.64903127444432
0.63190377951100
0.62970586012393

Show that the convergence of the sequence generated by the formula

Tn41 =

z3 +3z,a
322 +a

toward +/a is third-order. What is the asymptotic error constant?

Note
Tyl —Va= m —JVa = zd — 31‘,”\?{5%—:—32”@ _ g3/?
_ (@ —va?
322 +a
Thus,
iy Foi—mvel o1 1

ns g — V/al?

n—oo 3x2 +a  4a’
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Consequently, x,, — +/a with order of convergence @ = 3 and asymptotic error
constant A = -

Let a be a non-zero real number. For any z( satisfying 0 < z¢y < 2/a, the
recursive sequence defined by

Tpt1 = Tn(2 — axy,)

converges to 1/a. What are the order of convergence and the asymptotic error
constant?

Note
2
Tpp1— — =2p(2—ax,) — — = —ax; +2x, — —
a a a
2
5 2 1 1
= —al|x,— mn—|—? = —a a:n—a
Thus,
1
i et o
n—»oo| 12 — '
];n—a‘ n— 00

Consequently, x,, — % with order of convergence v = 2 and asymptotic error
constant A = a.

Suppose that the sequence {p,, } converges linearly to the limit p with asymptotic
error constant \. Further suppose that p,+1 —p, p, — p and p,_1 — p are all of
the same sign. Show that

Pnt+1 —Pn A

Pn — Pn-1

Suppose the sequence {p, } converges linearly to p with asymptotic error constant
A. Then
i Pt =2l
n—oo ‘p" — p|
so, for sufficiently large n,
[Pn+1 — Pl = Alpn — pl.

Moreover,

1
|pn — p| = A|pr—1 —p| or [pp—1 —p|~ X|pn —pl.

Because we are given that p,,.1 —p, pn, — p and p,,_1 — p are all of the same sign,
we may drop the absolute values from the above expressions. Now,

Pn+1 —=Pn  _ Pntl —P— (Pn — D)

Pn — Pn—-1 Pn —P — (pnfl _p)
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Q

14. A sequence {p,} converges superlinearly to p provided

lim Pt =Pl

Show that if p,, — p of order « for @ > 1, then {p,,} converges superlinearly to
.

Suppose the sequence {p,} converges p of order & > 1 with asymptotic error
constant A\. Then

i Pot1 =2l _
n—oo |p, — p|*
Then
o _ . _ |a—1
lim |pn+1 p| _ lim ‘pn-&-l p| ‘pn p|
n— 00 |pn — p| n— 00 |pn — p‘a
= lim [Pn+1 = pl lim |p, — p|*!
n—oo ‘pn —p|o‘ n—oo
= X-0=0.

Therefore, {p,} converges superlinearly to p.
15. Suppose that {p,} converges superlinearly to p (see Exercise 14). Show that

lim Pt = Pol
n—oo |pn 7p|

Note that
Pn+1 — Pn _ Pn+1 — P — (pn _p) _ Pn4+1 — P
Pn —DP Pn —P Pn —P

Because {p,} converges superlinearly to p, it then follows that

lim (W_1>’ =j0—1=1.
n—oo Pn —P

—1.

lim |pn+1 _pn‘ _

n—oo |p, — p|

16. (a) Determine the third-degree Taylor polynomial and associated remainder
term for the function f(x) =In(1l — ). Use zg = 0.



10 Section 1.2

(b) Using the results of part (a), approximate In(0.25) and compute the the-
oretical error bound associated with this approximation. Compare the
theoretical error bound with the actual error.

(c) Compute the following limit and determine the corresponding rate of con-
vergence:
. In(l1—2z)+z+ 3a?
lim .
x—0 .’E3

(a) Let f(x) =1In(l —z). Then

, _ L 7 __; m ——L @) __L
f(x)—_l_xaf(x)_ (1_1.)2"]0 ($)— (1—1’)37andf4(x)_ (1_1.)4.
Moreover,
f0)=In1=0, f/(0) = =1, f(0) = =1, f""(0) = =2, and f¥)(¢) = ‘ﬁ'
Finally,

In(1-2z) = Ps(z)+ Rs(x)
2 P !
O A S

for some £ between 0 and z.
(b) Using the result of part (a),

0.75%2  0.75°
111(0.25) ~ P3(0.75) =—0.75 — 5~ = —1.171875.
Because 0 < £ < 0.75, (1 —¢)~* < 4% and
0.75* 81
‘error‘ = ‘R3(075)| = m S Z = 20.25.

The actual error is |In(0.25) — P5(0.75)| ~ 0.214419, which is significantly
less than the theoretical error bound.

(c) Once again using the result from part (a), we find

In(l —z)+z+4 32> 1 T
x3 3 41— oY
Moreover,
In(l—z)+z+ 122 1 ||
: | = g < lal,
x 3 41— ¢4

for all sufficiently small . Therefore,

In(l —z)+z+ 122 1
m : ==

li
x—0 1'3 37

with rate of convergence O(z).
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17. (a) Determine the third-degree Taylor polynomial and associated remainder
term for the function f(x) =+/1+ z. Use z¢g = 0.

(b) Using the results of part (a), approximate v/1.5 and compute the theoretical
error bound associated with this approximation. Compare the theoretical
error bound with the actual error.

(c) Compute the following limit and determine the corresponding rate of con-

vergence:
o V1l4+zrz—1-— %m
lim .
x—0 1‘2

(a) Let f(z) =+/1+x. Then
F@) = 50+ f1 @) =~ 2) ™, f ) = 214,

and f®(z) = —12(1 + 2)~7/2. Moreover,

1

FO) =1, F(0) = 5. F0) =~ J"(0) =

and f((€) = —15(1 4 ¢)=7/. Finally,

3
87

l+z = P3(JJ)+R3(Q?)

1 1 1 5
= 1 S 2 _ 3_741 —-7/2
+ 58~ g¢ + 6% 55% (1+¢) ,

for some £ between 0 and z.

(b) Using the result of part (a),

1 1

1
V15~ P3(0.5) =1+ 5(0.5) 8(0.5)2 + 173(0‘5)3 = 1.2265625.
Because 0 < ¢ < 0.5, (1+¢&)77/2 < 1 and
0 4 -3
lerror| = |R3(0.5)] < 58(0.5) ~ 244 x 1077,

The actual error is [v/1.5 — P3(0.5)| ~ 1.82 x 1073, which is less than the
theoretical error bound.

(c) Once again using the result from part (a), we find

\/1+x—lf%z 1 T

== 14 ¢&)7%2
2 8 16( +8)
Moreover,
Vitzr—-1-1
+x 2$+} :m\1—§|75/2§i|x|,
T2 8 16 16
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for all sufficiently small . Therefore,

C VI+zr—1-4ig 1
lim 20—
x—0 ],‘2 87

with rate of convergence O(z).

In Exercises 18 - 21, verify that Taylor’s theorem produces the indicated formula,
where ¢ is between 0 and z.

” 1'2 " anrl
=14+ —A4 -+ —+

€
2 n! (n+ 1)!6

Let f(2) = . Then (™ (2) = e” and f(™(0) = 1 for all n. Therefore, by Taylor's
Theorem with xy = 0,

o= 3 IYO L S

= k! (n+1)!
- . N N $2 N N LIZ‘” N xn,-{—l
- Ty W e
for some £ between 0 and x.
1.3 £U5 (_1)nx2n+1 (_1)n+1x2n+3
ST =T ety Tt e ) ongan ¢
Let f(z) = sinx. Then
f'(x) =cosz, f"(x) = —sinx, and f"(z) = —cosz.

Moreover,
F(0) =0, f/(0) =1, f(0) =0, and f"(0) = —1.
As higher-order derivatives are calculated, this cycle of four values repeats indefi-
nitely. In particular, we find
f(2n) (0) —0 and f-(2n+1)(0) _ (_1)n.

Therefore, by Taylor's Theorem with xy = 0,

LE?’ 5 (71)nx2n+1 (71)n+1x2n+3

T Ty T T T e (2n + 3)!

cos ¢,

for some £ between 0 and .



20.

21.
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) 1,2 + 334 N + (_1)nx2n + (_1)n+11,2n+2 g
cosr=1—— R . cos
2l 4l (2n)! (2n +2)!

Let f(z) = cosx. Then
fl(x) = —sinz, f’(z) = —cosz, and f"(z) = sinx.

Moreover,
f(0)=1, f(0)=0, f/(0)=—1, and f"(0) = 0.

As higher-order derivatives are calculated, this cycle of four values repeats indefi-
nitely. In particular, we find

FEM(0) = (=1)" and fC™V(0) = 0.
Therefore, by Taylor's Theorem with 2y = 0,

) 1'2 N LL‘4 N N (71)”%2’“ N (71)n+1x2n+2 6
CoOST = 1 — — T COS
ol "l (2n)! (2n + 2)! ’

for some £ between 0 and .

(_1)n+1xn+1

1

1+
Let f(z) = 5 = (L + )" Then,
fll)=-1-1+2)72 f"a)=1-2-1+2)3, f"(z)=-1-2-3-(1+2z)"%,

and, in general, f("(z) = (—1)"-n!- (14+z)~""!. Therefore, by Taylor's Theorem
with z¢g = 0,

1
14+z

(71)n+lxn+1

=l-a+a?—+ -+ (-D)a" 4L
N (T

for some £ between 0 and .



