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CHAPTER 2
Matrices

Section 2.1 Operations with Matrices

12 -3 2 1-3 2-2 20
2.(a) A+ B = + = =
2 1 4 2 2+4 1+2 6 3
1 2 -3 -2 1+3 2+2 4 4
(b) A-B = - = -
2 1 4 2 2-4 1-2 -2 -1
12 2(1) 2(2 2 4
© 24 =2 _[20) 202)) _
2 1] [2(2) 2y |4 2
2 4 -3 -2 56
(d 24-B = - =
4 2 4 2 00
-3 -2 12 -3 2] |4 1 -2 -1
() B+14= +4 = +|2 =] ?
4 2 2 1 4 2] |13 5 3
2 11 2 3 4 242 1-3 1+4 4 -2 5
4. (a) A+ B = + = =
-1 -1 4 -3 1 =2 -1-3 -1+41 4-2 -4 0 2
2 11 2 -3 4 2-2 1+3 1-4 0 4 -3
(b) A-B = - = -
-1 -1 4 -3 1 =2 143 -1-1 4+2 2 =2 6
2 1 2(2)  2(1) 21 4 2 2
© 24 -2 _[22) 20 200]_
-1 -1 4] |2(-1) 2(-1) 2(4)] |2 -2 8
4 2 2 2 -3 4 2 5 =22
(d 24-B = - =
-2 -2 8 -3 1 =2 1 =3 10
2 -3 4 2 11 2 -3 4 J R N 3 -3 2
-3 1 =2 -1 -1 4 -3 1 =2 -1 -1 2 -z 1o
2 3 4] [0 6 2] 240 3+6 4+2 2 6
6.(a) A+ B = —1| + 1 =| 044 141 -1+0|=14 -1
2 0 1] [-1 2 4] |2+(-1) 0+2 1+4] | 5
2 3 4] [0 6 2] 2-0 3-6 4-2 (2 -3 2
(b) 4-B = -1|-]1 4 1 0l=| 0-4 1-1 -1-0|=|-4 0 -1
2 0 1} [-1 2 4) |2-(-1) 0-2 1-4] |3 2 3
2 3 4 2(2) 2(3) 2(4) 4 6 8
(€) 24 =2[0 1 -1|=1{20) 2(1) 2(-1)|=(0 2 -2
2.0 1 2(2) 2(0) 2(1) 4 0 2
2 3 4 0 6 2 4 6 8 [0 6 2 4 0 6
(d 24-B=2/0 1 -1|-| 4 1 0|=|0 2 2|-| 4 10|=|4 1 =2
2.0 1] [-1 2 4 4.0 2] |[-1 2 4 5 2 =2
3 4 06 2] [13 2 154
1 _ 1 _ 1 1] — 3 1
(e) B+§A = 0 +5 —-1| = 1 +10 2 2|7 4 5 T2
-1 2 0 1] [-1 24 |10 L jo 2 2
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Chapter 2 Matrices

(a) ¢ = Say + 2byy = 5(2) + 2(11) = 32

(b) ¢y = Sap, + 2by, = 5(1) + 2(4) = 13

Simplifying the right side of the equation produces

woXx -4 +2y 342w
y X 242z -1+ 2x

By setting corresponding entries equal to each other, you obtain four equations.

w= —4+2y 2y+w=-4
x= 342w x—-2w=3
y= 2+2z - y—2z=2
x = -1+ 2x x =1
The solution to this linear systemis: x =1, y = % z = —%, and w = —1
1 -1 71 1 2] _1(1) +(-1)(2) + 7(1) 1(1) 1) +7(=3) 1(2)+ (-1)(1) + 7(2) 6 -21 15
(@4B =2 -1 8(12 1 1|=|2(1)+(-1)2)+8(1) 2(1) 1)+8(-3) 2(2)+(-1)(1)+8(2)[=|8 -23 19
301 1t =32 |3 +12) + (=1)(1)  3(1)+ 1)+ (=1)(-3) 3(2)+ 1)+ (-1)2)] 4 T 5
1121 -1 7] [ 1(1) +1(2) + 2(3) 1(=1) + 1(=1)1 + 2(1) 1(7) +1(8) + 2(-1) 9 0 13
(b) B4 = [2 1 1] 2 -1 8= 2(1) +1(2) +1(3) 2(- 1(-1) +1(1) 2(7)+1(8) +1(-1) | = {7 -2 21]
1 -3 2]|3 1 -1 _1(1) +(=3)(2) +2(3) 1(=1)+ (=3)(-1)+2(1) 1(7)+(-3)(8) + 2(-1) 1 4 -19
2
(@ 4B =[3 2 1]H = [3(2) + 2(3) + 1(0)] = [12]
0

2 [23) 2(2) 2(1)] [6 4 2

(b) BA Hp 2 1 =133) 3(2) 3(1) [9 6 3
0 00
0 -1 o] 2] [o@)+ (-1)-3)+o01n)] [3

(a) AB{4 0 2}{3 =| 42)+0(=3)+2(1)| = 10]
8 -1 7 1 |8(2)+(-1)(-3)+7

(b) BA is not defined because Bis 3 x 1 and 4 is 3 x 3.

(a) 4B is not defined because 4 is 2 x S5and Bis 2 x 2.

() B4 [1 6][1 03 -2 4
|4 26 13 8 -17 20

[1(1) + 6(6) 1(0) + 6(13)  1(3)

14(1) + 2(6) 4(0) + 2(13) 4(3)
(37 78 51 -104 124

"6 26 28 -42 56}
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Section 2.1 Operations with Matrices 29

20. Because 4is 6 x 5and Bis 6 x 6, you have 34. In matrix form Ax = b, the system is
(a) 24 + B is undefined. 1 1 3 x -1
(b) 3B — A is undefined. -1 2 0fx|=
(c) AB is undefined. 1 -1 1| x 2

(d) Using a graphing utility or computer software

b Use Gauss-Jordan elimination on the augmented matrix.
program, you have

[10 1 18 11 4] b= 1005
T —1201:>010z
5 2 19 -1 -5 |1 -1 1 2] 001 3
BA = . _
10 -15 8 1 6 X 2
-3 -5 -6 -2 -17 So, the solution is | x, | = % .
|-18 9 2 -8 ~l11] E2 %
22. C + E is not defined because C and E have different 36. In matrix form Ax = b, the system is
sizes. _
I -1 4 x 17
24. —44 is defined and has size 3 x 4 because 4 has size 1 3 0fx,|=]|-11|
34 0 =6 5|x] | 40
26. BE is defined. Because B has size 3 x 4 and E has size Use Gauss-Jordan elimination on the augmented matrix.
4 x 3,the size of BE is 3 x 3. _1 -1 4 17 _1 00 4
28. 2D + C is defined and has size 4 x 2 because 2D and C 130 -11j=10 110 -5
have size 4 x 2. 0 -6 5 40 00 1 2
30. In matrix form Ax = b, the system is X 4
_ _ So, the solutionis | x, | = [ -5 |
2 3| x 5
= . X3 2
|1 4] x| 10 -
Use Gauss-Jordan elimination on the augmented matrix. 38. Expanding the left side of the equation produces
2 3 5] 10 =2 {2 —1} {2 —1}{% a12:|
= A=
|1 4 10| 01 3 3 2 3 2|lay axp
X -2 | 2ay —ay 2ap —ap| |10
So, the solution is = . “3a. — 24 34, — 2a “lo 1
X 3 1 21 12 2

and you obtain the system
32. In matrix form Ax = b, the system is

2ay, - ay =1
"4 Q}H i {_13} 2, C 4y =0
L1 3 12] 3ay - 2ay =0
Use Gauss-Jordan elimination on the augmented matrix. 3ay, —2ay =1
4 9 -13 1 0 23 Solving by Gauss-Jordan elimination yields
1 -3 12} = I:O 1 —335} ay, = 2,a, = -1, ay =3,and a, = 2.
So, the solution is L):j = [:2333} So, you have 4 = E _21}
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30 Chapter2 Matrices

40. Expanding the left side of the matrix equation produces

a b2 1] [2a+3b a+b] [3 17
c d|3 1| |2¢c+3d c+d| |4 -1f

You obtain two systems of linear equations (one involving a and b and the other involving ¢ and d).

2a + 3b = 3
a+ b=17,
and

2c+ 3d = 4
c+ d=-1

Solving by Gauss-Jordan elimination yields a = 48, b = =31, ¢ = —7and d = 6.

12, AB {cos a —sin a}{cos f —sin ﬂ}[ cos  cos 8 — sin & sinf cos a(-sin f) — sin & cos ﬂ}

sin f cos f||sin & cos f + cos a sin  sin a(—sin ﬂ) + cos a cos
BA cos # —sin f|lcos ¢ -—sin a||cos f cos @ —sin f sin @ cos ﬂ(—sin a) —sin S cos
| sin L cos S

sin @ cos «

sin @ cos a||sin f cos @ + cos fsin @ sin ﬂ(—sm a) + cos S cos &

[cos(a + —sin(a +
So, you see that AB = BA = ( A) ( ﬂ).
|sin(e + B)  cos(a + f)
[ 0 0l[2 0 0] 4 0 0
44. 44 =10 -3 0|0 -3 0|=1]0 9 O
| 0 0J0 0 0] 000
(3 0 0o][-7 0 O] [3(-7)+0+0 0+0+0 0+0+0| [-21 0 0
46. AB={0 -5 0|l 0 4 0[=| 0+0+0 0+(-54+0 0+0+0[=| 0 -20 0|
0 0 0] 00 12 0+0+0 0+0+0 0+0+0 0 00
Similarly,
(21 0 0
B4=| 0 =20 O}
0 00

ap 0 0l by by b13_ apby  anby  ab;
48. (a) AB=| 0 ap 011y by bys| = |apby anby, axby;

0 0 ass | by, by, b33_ aybyy  apby,  assby;

The ith row of B has been multiplied by a;;, the ith diagonal entry of 4.
by by by 7”11 0 0] apby  apb, aybg;
(b) BA = by by by 0 axp 0] =|anby apby asbsy

by by by L 0 0 ass | apby  apby,  ayby;

The ith column of B has been multiplied by q;;, the ith diagonal entry of A.
(c) If @), = ay, = az3,then AB = a;|B = BA.

50. The trace is the sum of the elements on the main diagonal.
I+1+1=3.

52. The trace is the sum of the elements on the main diagonal.
1+0+2+(-3)=0
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Section 2.1 Operations with Matrices 31

54. Let AB = [c; ], where ¢; = Z ayb,;. Then, Tr(AB) = z ¢ = y [Z aikbk,-].
k=1 i=1 i=1 \k=1
Similarly, if BA = [d; ], d; = Zn:b,-kakj,then Tr(B4) = z dy = [z bikaki] = Tr(4B).
k=1 i=1 i=1 \k=1

s6. LetA{““ }dB{b ”}

dy Ay b by

0
Then the matrix equation 4B — BA = { J is equivalent to

|:a11 a12:||:b11 b12:| _ {bn b12:||:an alZ:| _ |:1 0:|
ay  an||by byn by bypllay axn o1
This equation implies that

aybi + apby — bnay — bay = apby — bpay =1
anbiy + apby — byay — bpay = ayby, — byap =1

which is impossible. So, the original equation has no solution.

58. Assume that 4 isan m x n matrix and Bisa p x g matrix. Because the product 4B is defined, you know that n = p.
Moreover, because 4B is square, you know that m = q. Therefore, B must be of order n x m, which implies that the product

BA is defined.

60. Let rows s and ¢ be identical in the matrix 4. So, a; = a;for j =1,..., n.Let AB = [c,-j], where

n n n
¢ = Z ayby. Then, c; = Z ayby, and c; = Z ayby;. Because ay = ay for k =1, ..., n, rows s and ¢ of AB are the same.
k=1 k=1 k=1

{o —1}{1 2 3} {—1 —4 —2}
62. (a) AT = -
1 of1 4 2 1 2 3

0 —1]-1 -4 2] [-1 -2 -3
AAT = -
L 0}{ 12 3} L 4 —2}

Triangle associated with T Triangle associated with AT Triangle associated with AAT
y ' '
@4 | )
41 41
L (-2.3)
MY YR T
1“0, \ £ D
——— ————>x T > x ‘
T T T T T T T T X *
-3-2-1 11234 \,2,1__1234
27 (-4,2) -2
-3+ —3+
—4+ —44

The transformation matrix A rotates the triangle about the origin in a counterclockwise direction through 90°.

(b) Given the triangle associated with 44T, the transformation that would produce the triangle associated with A7 would be a
rotation about the origin of 90° in a clockwise direction. Another such rotation would produce the triangle associated with 7.

4 11100 9 70 30| |110 99 77 33
"l 40 20 60 60| | 44 22 66 66
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32  Chapter 2 Matrices

66. (a) Use scalar multiplication to find L.

[ - 202|627 681 _ 2(627) %(681) _[418 454
3 31135 150 2(135)  (150) 90 100

(b) Use matrix addition to find M.

627 681} {418 454} {627—418 681—454} {209 227}

M=C-L=
135 150 90 100 135 -90 150 - 100 45 50

68. (a) True. The number of elements in a row of the first matrix must be equal to the number of elements in a column of the
second matrix. See page 51 of the text.

(b) True. See page 53 of the text.

70. (a) Multiply the matrix for 2005 by 22;2??31' This produces a matrix giving the information as percents of the total population.

(12,607 34,418 6286 438 1195 2.18
16,131 41395 7177 5.60 1437 249
26,728 63,911 11,689 | = |9.28 22.18 4.06

5306 12,679 2020 1.84 440 0.70
112,524 30,741 4519 435 10.67 1.57

100
288,131

Multiply the matrix for 2015 by 32‘10009. This produces a matrix giving the information as percents of the total population.

(12,441 35,289 8835 3.87 1097 2.5
16,363 42,250 9955 5.09 13.14 3.10

B = 100 29,373 73,496 17,572 = |9.13 22.85 5.46
321,609
5263 14,231 3337 1.64 442 1.04
112,826 33,292 7086 3.99 1035 2.20
3.87 1097 2.75 438 1195 2.18 -0.51 -0.98 0.57
5.09 13.14 3.10 5.60 1437 249 -0.51 -1.23 0.61
(b) B—4=1]9.13 2285 546|-|9.28 22.18 4.06| =|-0.15 0.67 140
1.64 442 1.04 1.84 440 0.70 -0.20 0.02 0.34
399 1035 2.20 435 10.67 1.57 -036 032 0.63

(c) The 65+ age group is projected to show relative growth from 2005 to 2015 over all regions because its column in
B — A contains all positive percents.

0 0|1 0}1 4 1 2| 3 4
0 1|5 7 8 5 6| 7 8
72. AB = =
- 0 01 4 -1 2|3 4
0 -1/0 0|5 6|7 8 -5 —-6|-7 -8
74. The augmented matrix row reduces as follows.
1 2 4 1 10 2 -3
-1 0 2 3|=|0 1 3 2
013 2 00 0 O
There are an infinite number of solutions. For example, x; = 0, x, = 2, x; = -3.
1 1 2 4
So, b =|3|=-3-1{+20]|+0]2]|
2 0 1 3

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.



76. The augmented matrix row reduces as follows.

Section 2.2 Properties of Matrix Operations 33

-3 5 -22] 1 -3 10 1 -3 10 1 0 4
3 4 4)/=|0 9 -18/=|0 1 =2|=1|0 1 =2
|4 -8 32] 0 -4 8 0 1 -2 00 0
So,
[—22 -3 5
4 =4 3|+(-2) 4
| 32 4] -8
Section 2.2 Properties of Matrix Operations
1 2 0 1 1 3
2. A+ B = + =
3 4 -1 2 2 6
0 1 0 1 0 -1
4. (a +b)B = (3 + (4 = (-1 =
Rt IS I
0 0] 00 00
6. (ab)0 = (3)(-4 = (-12 =
o = @4y ol =2l ol=[o o
-6 -3 0 6 6 -9
8.(@ X=34-2B=|3 0|-| 4 o|=|-1 0
| 9 -12 -8 -2 17 -10
(b) 2X =24-B
-4 -2 0 3]
2X =2 0|-]2 o0
| 6 -8] |4 -1
-4 5]
2X =10 0
|10 -7
B 5
_2 _5
X=/0 0
;
1> 2
(© 2X +34 =B (d) 24 + 4B = 22X
-6 3] [0 3 -4 2 0 12]
2X+] 3 0|=|2 o0 2 0|+| 8 0|=-2Xx
9 -12| [4 -1 6 -8 -16 4]
[ 6 6] -4 10]
2X =| -1 0 10 0] =-2X
-13 11] -10 12|
3 3] 2 -5
X = _% 0 -5 0|l=X
_13 1 5 6
L 2 2] i

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.
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Chapter 2 Matrices

0 0
0 0

]

o 11T 1 30 1 2 4 1 2
C(BC) = 18. 4B = .
-1 o|\|-1 2||-1 o 2 4)-3 1
{0 1}{—3 1} {—2 —1} But 4 # Oand B # O.
-1 0|2 -1 3 -1 LT 2 !
20. 4% = =
1 3To 1] Jo o 0 —1jjo ~1] |0
Be+o)=| 1ol o o
- 3 So, 4* = (£) = I} = I, _{
-1 2||-1 0 -2 -1 L o1 T
22. A+ 14 = 0 | + 0
13 12 3 v -1
B(cd) = -2 q
) L 2}@ ){o 1 ID |2 {1
1 32 =4 —6] [-2 -10 o0 0 -1 [0
-t 2o 2 2] |2 o0 10 _ .
1 -1
(1 2 3o 0 0 12 -6 9 24. (a) A" =|3 4| =
AC =10 5 4]0 0 0o|=|16 -8 12 0 2]
3 2 1|4 =2 3 4 -2 3
- ; 13 0
4 -6 3][0 0 0 (b) A"4 =
-1 4 =22
=| 5 4 4{0 0 0|=BC
-1 0 14 =2 3 1 -1
B 1
But 4 # B. (c) 44" =3 4{1
0 -2
7 11 1217 [-7 4 6
(@ A" =| 4 3 1| =|11 -3 -1
-1 3 2 1 3
-7 4 6|[-7 11 12] 101 -95 -62
(b)y AT4=|11 -3 -1|| 4 =3 1| ={-95 131 126
|12 1 3| 6 -1 3] [-62 126 154
=7 11 12][-7 4 6][314 -49 -17
(c) 44" =| 4 =3 1|11 -3 -1|-49 26 30
|6 -1 3][12 1 3|-17 30 46
4 3 2 of 4 2 14 6
2 0 11 -1 -3 0 =2
(a) A" = =
14 =2 12 -9 2 11 12 -5
6 8 -5 4 0 -1 -9 4
(4 2 14 6|4 -3 2 o] [ 25 8 168 —104
, -3 0 =2 0 11 -1 8§ 77 =70 50
(b) AT4 = =
11 12 =514 =2 12 -9 168 —70 294 -139
|0 -1 -9 4]/ 6 8 -5 4| |-104 50 -139 98
(4 -3 2 o4 2 14 6 29 30 8 -10
0 11 -1|-3 -2 30 126 169 —47
(c) AA" = =
14 =2 12 -9 11 12 -5 86 169 425 -28
|6 8 =5 4]l 0 -1 -9 4] |[-10 —47 -28 141

-0

10
11
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32.

34.

36.

In general, AB # BA for matrices.

w2 L

N

Section 2.2 Properties of Matrix Operations 35
2 4
4 2
7 2
Z =aX + bY
1 1 1 a+b
4| =al2|+b0]| = 2a
4 3 2 3a + 2b
Solving the linear system obtained from this matrix
equation, you obtain ¢ = 2and b = —1.So,
Z =2X -7.
W =aX + bY
0 1 1 a+b
0| =al2|+b0]| = 2a
1 3 2 3a + 2b

BT =3 -1 2] [-3 21 o] [1 -4
L2 o1flo 2] |-z 2 1 -2
2 1 -1 0 -1y [4 0 7] [4 2 4
(4B) =[l0o 1 3|2 1 =2|| =|2 4 7| =| 0 4 2
4 0 2j]0 1 3 4 2 2 -7 7 2
1o 172 1 -1 [1 2020 4 4
B'4" =2 1 2|0 1 3] =0 1 1] 1 1 0/=|0
0 1 3/40 2 -1 -2 3|-1 3 2 -7
(a) False. In general, for n x n matrices 4 and B it is not 38. (a)
true that 4B = BA. For example, let
11 10
A4 = , B = .
0 0 10
20 11
Then 4B = * = BA.
00 11
(b) True. For any matrix 4 you have an additive inverse, (b)
namely —4 = (—1)4. See Theorem 2.2(2) on page
621.
(c) False. Let
11 10 20
= 5 B = , C = . Then
00 10 00
20
AB = = AC,but B # C.
00 ©
(d) True. See Theorem 2.6(2) on page 68.
(d)

It follows from a + b = Oand 2a = Othata, b

must both be zero, but this is impossible because
3a + 2b should be 1.

aX +bY +cW =0
1 1 0 0
al2|+ b0+ 0] =10
3 2 1 0

This matrix equation yields the linear system

a + b =0
= 0.
0
0
0

2a =0
3a+2b+c=0
This matrix equation yields the linear system
a+ b+ ¢c=0
2a +4c =0
3a + 2b + 4¢ = 0.
Solving this system using Gauss-Jordan elimination,

you find that there are an infinite number of
solutions: @ = -2¢t, b = t,and ¢ = t. For instance,

a=-2,b=c=1

which has the unique solution a = b = ¢
1 1 1

aX +bY +cZ =a|2|+Db|0|+ 4| =
3 2 4

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.



36 Chapter2 Matrices
o’ o o 100
40. 42 =0 (- 0 |=]0 10
0 o @ Lo
'8 o o] |22 0 0 2 0 0
42. Because 4* = |0 -1 0|=[0 (-1 0 |, youhave 4 ={0 -1 0]
0 0 27 0 0 (3)3 0 0 3
o, B}
aa pay = ° _7{5 X +6F 0}
1 2] 1 2] o1
(29 28] [35 28 6 0
B 8}_[7 14}{0 6}
[0 0
o 0}
(2 1 -1 2 1 -7 2 1 -1 100
46.f(4)= 10 2/ =20 10 2/ +5 10 2/-100 1 0
-1 1 3] -1 1 3 -1 1 3 00 1
(2 1 -1 2 1 -17 2 1 -1 2 1 -1 10 5 -5 10 0 0
102102]2102102{50100100
-1 1 3|11 3 11 3]-1 1 3] |55 15 0 0 10
(2 1 -1 6 1 -3 6 1 -3 0 5 -5
=10 2 3 5(-20 3 5[+ 5 -10 10
-1 1 3|4 2 12 4 2 12 |5 5 5
16 3 -13] [12 2 -6 0 5 -5
= =25 21{0610+ 5 -10 10
|18 8 44| [-8 4 24| |5 5 5
4 6 -12
=| 3 -11 21
-15 9 25

48. (cd)A = (cd)[a,-j] = [(cd)a,-j] = [c(daijﬂ = c[a’aij] = c(dA)

50. (c+d)4 = (c+d)a;| =

= [caij] + [da,-j]

[(c + d)az-/-] = [ca,-j + da,-j]
= da; |+ d[a;] = c4 + dd

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.



Section 2.2 Properties of Matrix Operations 37

52. (a) To show that 4(BC) = (AB)C, compare the ijth entries in matrices on both sides of this equality. Assume that 4 has size

54.

56.

58.

60.

62.

64.

66.

n x p, Bhassize p x r and C has size » x m. Then the entry in kth row and jth column of BC is Z;Zl bycy;, Therefore
the entry in ith row and jth column of A(BC) is

r

y4
D aw Y bucy = Y aybucy.
K1

k=1 =1
The entry in the ith row and jth column of (4B)C is ;:1 d;c;, where d;; is the entry of AB in ith row and /th column.
So, d; = Z:Zl ayby foreach I =1, ..., r.So, the jjth entry of (4B)C is
rp
Z Z aikbklclj :zaikbklcij.
i=1 k=1 k1
Because all corresponding entries of A(BC) and (4B)C are equal and both matrices are of the same size (n X m) you

conclude that 4(BC) = (4B)C.

(b) The entry in the ith row and jth column of (A + B)C is (aﬂ + bi,)clj + (aiz + biz)czj + -+ (al-,, + b,,,)c whereas the

njs

entry in the ith row and jth column of AC + BC'is (a,-lclj + -+ aincnj) + (bl-lclj + -+ b,-nc,y-), which are equal by the

distributive law for real numbers.

(c) The entry in the ith row and jth column of c(AB) is c[ailblj + apby; + - + ab ] The corresponding entry for (CA)B is

in“nj
(cay)b; + (cayp)by; + -+ + (ca;, )b,;. And the corresponding entry for A(cB) is a,»l(cblj) + aiz(csz) + ot a,-n(cb,,j).

nj*

Because these three expressions are equal, you have shown that ¢(4B) = (cA)B = A(cB).
@ (4+B8) = ([ay]+ b)) =[ay + 8] =[a, +b;] = [ay]+[b] = 4" + B

T T
3) (cA)T = (c[al-,-]) = [caij] = [caﬁ-] = c[aﬁ] = c(AT)
(4) The entry in the ith row and jth column of (AB)T is a;by; + apb,; + -+ a;,b,;. On the other hand, the entry in the ith row

and jth column of BT A" is bya; + byaj;, + -+ + byaj,, which is the same.

ni jns

10

, [o 11 fo -11 . 1 10 1] [t 1] .
Then, (4B) = = | , while A"BT = = 0 , which are not equal.

-1 1 1 0 -1)1 O -1

1 0 0 1
Many examples are possible. For instance, 4 = L J and B = { }

Because 4 = A", this matrix is symmetric.
Because —4 = A”, this matrix is skew-symetric.

If A" = -4and B" = —B, then (4 + B)T = A" + B" = -4 - B = (4 + B), which implies that 4 + B is skew-

symmetric.

(A - AT)T = A" - (AT)T =A" -4 = —(A - AT), which implies that 4 — A" is skew-symmetric.

01
(a) Anexample ofa 2 x 2 matrix of the given formis 4, = L) 0}

An example of a 3 x 3 matrix of the given formis 4; =

|
oS o O
S o =
S W N
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38 Chapter 2 Matrices

o 4 -0
oo
0 0 3 00 0
A =10 0 0land £ ={0 0 0
000 00 0

(c) The conjecture is that if 4 is a 4 x 4 matrix of the given form, then A*is the 4 x 4 zero matrix. A graphing utility shows

this to be true.

(d) If 4 is an n x n matrix of the given form, then A" is the n x n zero matrix.

Section 2.3 The Inverse of a Matrix

D |— L=
1
Il
— 1
[T
— O
| I

RN
L 5 5
2 -17 111 1 2] 1 0
4. AB =|-1 11 7|2 4 -3|=|0 1 0
0 3 2|3 6 -5/ [0 0 1
(1 1 2] 2 -17 11] 100
BA=|2 4 3|-1 11 -7|=]0 10
136 5] 3 6 -2 0 1

6. Use the formula

P 1 d -b
ad — bel-c  al

N

8. Use the formula

P 1 d -b
ad — bc| - al

you see that ad — bc = (—1)(—3) - (1)(3) = 0.So, the

matrix has no inverse.

10.

12.

14.

Adjoin the identity matrix to form
1 2 2:100
[Af[]: 37 9 0 1 0}
-1 -4 -7 0 0 1
Using elementary row operations, reduce the matrix as
follows.

100 : -13 6 4
[IEA’I}:O 10: 12 -5 -3
00 1: -5 2 1

Adjoin the identity matrix to form
105 -7:100

[4i1]=|-5 1 4 0 1 0f
32 -=2:001

Using elementary row operations, reduce the matrix as
follows.

100 : —-10 -4 27
[IEA’IJ: 010: 2 1-5
00 1 : —-13 -5 35

Therefore, the inverse is
-10 -4 27

A7 = 2 1 =5)
-13 -5 35

Adjoin the identity matrix to form

325 1 00
[4:1]=]2 2 4 :0 1 0|

-4 4 0 0 0 1
Using elementary row operations, you cannot form the

identity matrix on the left side. Therefore, the matrix has
no inverse.
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16. Adjoin the identity matrix to form

18.

20.

200: 100
[15Aﬂ=0305010.
005:00 1

Using elementary row operations, reduce the matrix as
follows.

100 %00
[4:if]=]0 100 % 0
00 1:00 1

Therefore, the inverse is

At =

S O M=
S W=
= O

Adjoin the identity matrix to form

100: 100
[4:1]=(3 0 0 10 1 0
255500 1

Using elementary row operations, you cannot form the
identity matrix on the left side. Therefore, the matrix has
no inverse.

Adjoin the identity matrix to form

10 00¢:1000
[AEI]: 2 00:010 0.
00 =20 00 10
00 03 00 01

Using elementary row operations, reduce the matrix as
follows.

o
oS O
oS O O

[1:i47] =

S - o o
- o o o
S o O~
S O M=

|

0
1
0
0

S O O =
S =
W |—

Therefore, the inverse is

10 00
1
L
.
00 -Lo
1
00 o1

Section 2.3 The Inverse of a Matrix 39

22. Adjoin the identity matrix to form

26.

4 8 -7 14 1 000
[A : 1] _ 25 4 6 0100
02 1 -7 0010
3 6 =5 10 0 0 0 1

Using elementary row operations, reduce the matrix as
follows.

1 000 27 -10 4 -29
[A f 1] _ 0100 : -16 5 -2 18
0010 : -17 4 -2 20
0 0 01 =7 2 -1 8

Therefore the inverse is
27 -10 4 -29
-16 5 -2 18
-17 4 -2 20|
-7 2 -1 8

At =

. Adjoin the identity matrix to form

1 3 20 1 000
[AEI]:O 2 4 6 010 0.
0 0 =21 00 10
00 05 00 0 1

Using elementary row operations, reduce the matrix as
follows.

1 000 1 -15 -4 26
[1 f A’lJ _ 0100 0 05 1 -0.8 '

0010 0 0 -05 0.1

00 0 1 0 0 0 02

Therefore, the inverse is
1 -15 -4 26

|0 05 1 -08
"o 0 -05 o.1]
0 0 0 02

The coefficient matrix for each system is

2 -1
A= {2 J and the formula for the inverse of a

i

2 x 2 matrix produces

P 1 1 1
2+2(-2 2

N |— =
[

= =
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40 Chapter 2 Matrices

1 1.3 1 32. Using a graphing utility or computer software program,
@ x=4mb=| 11 } = { } you have
- >l 7 5
L2 2% Ax = b
The solutionis: x = land y = 5. r—1]
[ 1 17
- 711 -1 2
(b) x=4"b = ‘l“l‘ }:{}
2 23 -l x=4" = :
The solutionis: x = —land y = —1. 3
- _ 0
L1
<= | 6 4
© x=dab=| 1 1 = | 1]
-3 7|10 2
- - where
The solution is: x = 4and y = 2. T4 2 4 2 -5 —_1] (]
28. The coefficient matrix for each system is 6 5 6 3 3 X2
1 1 =2 2 3 1 3 -1 =2 X
A = , X = } , and
A=11 =2 1} -1 4 4 -6 2 4 X4
1 -1 -1 3 -1 5 2 -3 -5 Xs
Using the algorithm to invert a matrix, you find that the 2 3 4 -6 1 2] L% |
inverse is [ 1]
I 1 -1 -11
-1 _ |2 1
1 2 )
75 1 -
r T 1 1
I 1 -1 1
_ -12
(@ x=4=[|2 1 1] 0]=]1
L2 12 1 The solution is:
L3 3 - - - x=-Lx=2x=,Lx =3 x=0,x =1
The solutionis: x; =1, x, = 1,and x; = 1.
- T o - 5 2T_2 1
L1 -1f-1] [t 3. (a) (4B)' = BA" {11 11}{7 7}:1{_4 9}
: 3 77
® x=4b={2 1 1) 2[=]0 Tl A 91
1 2
5 5 -Lo U . ro[-2 1 202
o4\ _|77 7
The solutionis: x;, = 1, x, = 0,and x; = 1. (b) (A ) - (A ) Tl 03 o2 | 12
7 7 77
30. Using a graphing utility or computer software program, R e _ % % _% % % 0
you have © (4) :(A ) T3 o2 L2 |p 1L
Ax = b 7 7L 7 7 7
) _2 1 1 1
L a1l 77 7|7 14
2 @ @24 =347 =5 5 J[=] 5 1
X = 4 = | -1 7 7 14 7
0
where
11 -1 3 -1 X
21 1 1 1 X, 4
A=|11 -1 2 -1|,x=|x3,andb =| 3
21 4 1 -1 X4 -1
311 =2 1 Xs 5
The solutionis: x; = 1, x, = 2, x; = -1, x, = 0,and
xs = 1.
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36.

38.

40.

42.

44.

6 5 -3 -4 2 -6 -25 24
(@ (4B =B'4" =|-2 4 1|0 1 3|=[-6 10 7
1 414 2 1 17 7 15
1 -4 2] 10 4
® (47) =(4") =|o 13 =|4 12
4 2 1 2 31
1 4 201 4 2 9 -4 -8
2
© A7 =(4") =]0 1 3]0 1 3/=|12 7 6
4 2 1|4 2 1 8§ —-12 15
1 -4 2 % -2 1
o141 21 — 1 3
(d) (24) =14 =50 1 =10 3 3
1
4 2 1 2 1 3
The inverse of A is given by 46.
RIS i |
x—4 1 2
Letting A™' = 4, you find that ! i -1.
X —
So, x = 3.
X 2] . .
The matrix { 4} will be singular if

ad — bc = (x)(4) - (—3)(2) = 0, which implies that

4x = —6or x = —%.
First find 4A.
L7 2 4] [L1 -1
44 = [(aay"] S -5 4
4+12|3 2 £ %

1

4 to obtain

1 _ 1L

_ 132 16
3 Ly
64 32
Using the formula for the inverse of a 2 x 2 matrix, you

have
1 d -b
" ad —bel—c  a

1 sec ¢
" sec? 6 — tan® 6| —tan 0

sec & —tan 6
—tan ¢ i

Then, multiply by

00— A|—

6

1 _
4= yan -y}

A—l

—tan €
sec 6

sec 6

48.

50.

52.

Section 2.3 The Inverse of a Matrix 41

(a) True.If A4, 4,, 4;, A,are invertible 7 x 7 matrices,
then B = A A,A4;4, is also an invertible 7 x 7
matrix with inverse B~ = 4;'4;' 4,147, by
Theorem 2.9 on page 81 and induction.

T -1
(b) True. (A’l) = (AT ) by Theorem 2.8(4) on page 79.
(c) False. For example consider the matrix
11
L) 0} which is not invertible, but

1-1-0-0=1=0.

(d) False. If 4 is a square matrix then the system
Ax = b has a unique solution if and only if 4 is a
nonsingular matrix.

A7(47) = (474)

(4 47 = ()

So, (47) = (47) .

II = 1,,and

T

Iy =1,

Because C is invertible, you can multiply both sides of
the equation C4 = CB by C~'on the left to obtain the
following.

c'(c4) = ¢\(CB)

(c'c)a = (c'c)B
IA = IB
A=B

Because ABC = I, A is invertible and 47! = BC.
So, ABC A = Aand BC A4 = I.

So, B™' = CA.
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42  Chapter 2 Matrices

54. Let A> = A and suppose 4 is nonsingular. Then, 4~ exists, and you have the following.

ANA2) = 474
(4'4)4 =1
Ad=1

56. A has an inverse if @; # Oforall i = 1... nand

L 0 0 0
i
o 0 2 0 0
A7 = ay
0 0 0 €
L a’m -

e
58. 4 =
-2 1
5 [—3 4} {2 4} {5 0} {0 0}
(@) A>-24+5I = - + -
~4 3] |4 2/ [0 5] |00
(b) A1 - 4)) =124 - 4%) = L51) = 1
1 -2
Similarly, (1(27 - 4))4 = 1.0r, 121 - 4) = ;{2 1} = A directly.

(c) The calculation in part (b) did not depend on the entries of A.

60. Let C be the inverse of (I — 4B),i.e, C = (I — AB)fl.Then C(I — 4B) = (I — AB)C = I.Consider the matrix
I + BCA. Claim that this matrix is the inverse of / — BA. To check this claim show that
(I + BCA)(I — BA) = (I — BA)(I + BCA) = 1.
First show
(I = BA)(I + BCA) = I — BA + BCA — BABCA
I - BA+ B(C — 4BC)4
I - BA+ B((I - 4B)C)4
—
1-BA+ B4 =1
Similarly, show (I + BCA)(I - BA) =1

62. Let 4, D, Pbe n x nmatrices. Suppose P'AP = D.Then P(P"AP)P’l = PDP”',s0 4 = PDP'.Itis not necessary that

2 1 20 1 1
A = D.For example, let 4 = , D = , P = .
01 0 1 0 -1

2 1
It is easy to check that AP = PD = L) J, soyouhave P'4P = D,but 4 # D.

Section 2.4 Elementary Matrices

2. This matrix is not elementary, because it is not square. 6. This matrix is elementary. It can be obtained by
multiplying the first row of /5 by 2, and adding the result
4. This matrix is elementary. It can be obtained by to the third row

interchanging the two rows of 7,.
8. This matrix is not elementary, because two elementary
row operations are required to obtain it from /,.
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10.

12.

14.

16.

18.

20.

C is obtained by adding the third row of 4 to the first
row. So,

1 0 1
E=10 1 0f
0 0 1

A is obtained by adding —1 times the third row of C to
the first row. So,

1 0 -1
E=10 1 0}
00 1

To obtain the inverse matrix, reverse the elementary row
operation that produced it. So,

0 1

To obtain the inverse matrix, Reverse the elementary
row operation that produced it. So, add 3 times the
second row to the third row to obtain

To obtain the inverse matrix, reverse the elementary row
operation that produced it. So, divide the first row of
1; by k to obtain

l00
o |k
E—Olo,k;to.
0 0 1

To obtain the inverse matrix, reverse the elementary row
operation that produced it. So, add —k times the third
row to the second row to obtain

10 00
|01 k0
00 0
00 01

Section 2.4 Elementary Matrices 43

22. Find a sequence of elementary row operations that can
be used to rewrite 4 in reduced row-echelon form.

B

11

10 10
E, =

0 /R -R >R -1 1

Use the elementary matrices to find the inverse.

1 1
A" = EE = Lol 0)_| 20
-1 oo 1 |-% 1

24. Find a sequence of elementary row operations that can

be used to rewrite 4 in reduced row-echelon form.

10 -2 1 0 0]
1 1 — 1

01 (R >R E =010
00 1 0 0 1
[1 0 0] R +2Ry - R (10 2
011 E,={0 1 0
00 1 0 0 1]
_100_ _10 0
— 1

01 L R-(HrR, >k B=|0 1 =
0 1 10 0 1

Use the elementary matrices to find the inverse.

A7 = EE,E,

(1 0 o1 0 2]1 0 0O

_ 1 1

=10 1 -Lfo 10 10
0 0 1]0 0 10 0 1
(1 0 21 0 0]

— 1 1

=0 1 -4jo 1 0
0 0 1J0 0 1]
(1 0 2]

— 1 1

=103 —
L O 1_

0 1
26. The matrix 4 = L 0} is itself an elementary matrix,

so the factorization is

<[
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11
28. Reduce the matrix A4 = {2 J as follows.

Matrix Elementary Row Operation Elementary Matrix
11 ) 10
—2 times row one to row two E =
10 -1 -2 1
(11 . 1 0]
-1 times row two E, =
10 1 0 -1
1 0 . 1 -1
—1 times row two to row one E; =
10 1 0 1

So, one way to factor 4 is

1 oft of1 1
A = E'Ey'E;Y = .
2 1jo -1j0 1

1 2 3
30. Reduce the matrix 4 = |2 5 6 |as follows.
1 3 4

Matrix Elementary Row Operation Elementary Matrix
(1 2 3] 1 0 0]
0 10 —2 times row one to row two E =210
|1 3 4] 0 0 1]
1 2 3] (1 0 0]
10 —1 times row one to row three E,=|0 1
10 1 1] -1 0 1]
1 2 3] 1 0 0]
1 0 —1 times row two to row three Ey=|0 1
10 0 1] 10 -1 1]
1 2 0] [1 0 -3]

—3 times row three to row one E, =0 1 0

10 0 1] 00 1]

(1 0 0] (1 -2 0]
10 —2 times row two to row one Es =0 1

10 0 1] 0 0 1]

So, one way to factor A4 is

A = E'E;'EJ'ESUES! =

1 0 0f1 0 Of1 O Of1 0 3|1 2 0
2 1 00 1 0)0 1 0f0 1 00 1 0]}
00 11 0 10 1 1)j0 0 1/0 0 1
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Section 2.4 Elementary Matrices

32. Find a sequence of elementary row operations that can be used to rewrite 4 in reduced row-echelon form.

34.

36.

So, one way to factor 4 is

A = EJ'Ey'EJES ESVESES!

4 0 0

0
0
1
0

S o O

1
0
0

—_ O O

(a) False. It is impossible to obtain the zero matrix by applying any elementary row operation to the identity matrix.

1

0
0
1

0

S O~

0

0
1
0

_ 0 O O

10 o %(%)Rl—ue]
01 0 1

00 -1 2

10 0 =2

10 1

0 1 1

00 -1 2

00 0 -3|R-R >R
10 1

0 1 1

00 -1 2

00 0 1] (-2R, >R,
1o0oo 1

010 1

00 1 2| —Ry - R
000 1]

(100 0] R-(HrR > R
010 1

00 1 -2

000 1]

[1 0 0 0]

010 0 R-R >R
00 1 -2

000 1]

10 0 0

0100

00 1 0| R +2R, > R
000 1

S O O =

S O = O

S = O O

N © © O

S O O =

E,

Es

Es

E;

S O = O

oS O

(e

(b) True. See the definition of row equivalence on page 90.

(c) True.If 4 = E\E, ... E;,where each E|is an elementary matrix, then 4 is invertible (because every elementary matrix is)

and 47" = E;' ... ES'E[.

S O O R

'Teo o o =

S O O =

o o o - o o o ~

S O O =

-_ 0 O O

S O =

—_

S O = O

S O =k O OO0 =m0 OO0 =00 O 0O = O ©O <o ~= <o

S O O =

S O = O

0
0
1
0

S = O O

S = O O O = O O O ~ O O S = O O

S O~ O

-_ o O O

wuhy © © O

—_ O O =
|

|
—_

—_ N O O
S — |

I — R

S = O O

-_ o o O
e —

_ O O O

e — |

(e

N —

1
2
0
0
1

(d) True. See equivalent conditions (2) and (3) of Theorem 2.15 on page 93.

(a) EA and A4 have the same rows, except that the corresponding row in 4 is multiplied by c.

(b) E?is obtained by multiplying the corresponding row in I by c¢?.

S O O~

S O = O

S = O O

—_ O = O

S O O =

S O = O

S = O O

45
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38.

40.

42.

44.

Chapter 2 Matrices

First factor 4 as a product of elementary matrices.

A= E'E;'E;' =0

So, A7!

0

N O O

10 01 0 01 0 0

1 ofo 1 0ofo 1 0

a 0 1/0 » 1]0 0 ¢

= (E'E'ES) | = EEE,

1 0 0 1 0 O] o0
o 10010/ =]"? o
0 <b 1|-a 0 1| |-& b1
B c cC

1
No. For example L)

Matrix

-2 1
-6 4
1 of-
=U=4=E'U-=
31

Matrix

10

OONOONI
(=]

E,EA=U = A4 = E''E;'U =

2 1
= LU
01

Elementary Matrix

100
E=[010
-5 0 1
100
E2010]
0 4 1

0 02 o

{ 1 0f0 -3

0

0
1
7

2
2} is not elementary.

= LU
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Section 2.4 Elementary Matrices 47

46. (a) Matrix Elementary Matrix
(2 0 o0
-2 1 -1
=4
2 1
100 0 -1
2 0 0 0] 1000
0 1 -1 1 100
E, =
6 2 1 0 00 10
0 0 0 —I] 00 0 1
2 0 0 0] 10 0 0]
01 -1 0 0100
E, =
02 1 0 -3 0 10
0 0 0 —I] L0 0 0 1]
2 0 0 0] (1 0 0 0]
01 -1 0 100
=U E; =
00 3 0 210
0 0 0 -1 0 0 0 1]
100020 0
1 0 0f0 1 -1
EEEA=U = A4 =E'EE;'U = = LU
2 10f00 3 o0
000 1/0 0 0 -1
1 00 0y 4
-1 100 4
() Ly = b: 2
32 1 0|y, 15
00 0 1y, -1

Nn=4-yt+ty=-4=y =0
3y + 2y, + 3 =15 = y; =3, andy, = —1.

20 0 0fx 4
01 -1 0fx 0
(c) Ux =y: =
00 3 0fx 3
00 0 —1|x -1

X =Lx3=0Lx-x=0=x, =1Land x;, = 2.

So, the solution to the system Ax = bis: x; = 2, x, = x3 = x4 = 1.

48. () S A_Ol_aOde_ad ae
@ SIPROSE A= o Ty o £ T | bd be s of|

Because 0 = ad, either a = Oor d = 0.
If @ = 0,then ae = 0 = 1, which is impossible.

If d = 0, then bd = 0 = 1, which is impossible.
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48 Chapter 2 Matrices

(b) Consider the following LU-factorization.
a b 10
A= - YA
c d x 1[0 w

c
Then y = a, xy = xa =c = x = —
a

Also, z =band xz+w=d =>w=d - Ejb_
a

= ,a # 0.
<o a-<
a a

a b a Olfla b
c

The factorization is {

[0 1fJo 11 [1 0 58. Assume 4 is idempotent. Then
50. 4% = = # A
1 o)1 o] o1 £ = 4
T
Because 4% # A, Ais not idempotent. (Az) =47
_ _ _ _ ATAT — AT
L [2 372 3] [7 12 (4747)
52. A° = = .
11 2]t 2] [4 7 which means that 47 is idempotent.

..
Because 4> # A, Ais not idempotent. Now assume 4" is idempotent. Then

ATAT — AT
0 1 0[j0o 1 0 100 . r
s4. 42 =10 0[1 0 0l=[0 10| (4747) = (47)
00 1/0 0 1 00 1 A4 = 4
) ) ) which means that 4 is idempotent.
Because A~ # A, Ais not idempotent.
60. If 4 is row equivalent to B, then
s6 42 - {a O}F 0} :{ a? 0}. A= E - EEB
boelb c ab +be where E|, ..., E, are elementary matrices.
In order for A4*to equal 4, youneed a = a*and So,

¢ = > If a = a®there two cases to consider.

i ] B = E['E;'--E;'A
(i) a=0Ifc=0thenb=0=>a=b=c=0is

which shows that B is row equivalent to 4.

a solution.
If ¢ = 1, then b can be any number ¢ 62. If B is row equivalent to 4, then
= a =0,c =1 b =t isasolution. B = E-EEA
(i) a = 1:If ¢ = 0, then b can be any number ¢ where E, ..., E, are elementary matrices. Because

= a=1c¢=0,b =1t isasolution.
Ifc=Ltenb=0=>a=c=1,
b = 0is a solution.

So, the possible matrices are which shows that B is also nonsingular.

o ofle Tl )

Section 2.5 Applications of Matrix Operations

elementary matrices are nonsingular,

B = (E, - EA) = A'E - B

2. This matrix is not stochastic because every entry in a 4. This matrix is stochastic because each entry is between 0
stochastic matrix must satisfy 0 < a; < 1. and 1, and each column adds up to 1.

6. This matrix is stochastic because each entry is between 0
and 1, and each column adds up to 1.
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8. Form the matrix representing the given transition
probabilities. 4 represents infected mice and B
noninfected.

From
—_—
A B

02 0.1]4
P = To
0.8 09|B
The state matrix representing the current population is
100| 4
X = .
900 | B
The state matrix for next week is
0.2 0.1] 100 110
X = = .
0.8 0.9]900 890
The state matrix for the week after next is
0.2 0.1110 111
P(PX ) = = .
0.8 0.9 890 889
So, next week 110 will be infected, while in 2 weeks 111
will be infected.

10. Form the matrix representing the given transition
probabilities. Let 4 represents users of brand 4, B users
of brand B, and N users of neither brands.

From
A B N

0.75 0.15 0.10| 4
020 0.75 0.15| B} To
0.05 0.10 0.75|N

P =

The state matrix representing the current product usage is
20,000 | 4
30,000 | B
50,000 |N

X =

The state matrix for next month is

0.75 0.15 0.10] 20,000
0.20 0.75 0.15]30,000| =
0.05 0.10 0.75] 50,000

24,500
34,000 |.
41,500

PX =

Similarly, the state matrices for the following two

months are
24,500]  [27,625
P(PX) = P|34,000 | = | 36,625 |and
41,500] |35,750
29,788
P(P(PX)) = | 38356 |.
31,856

So, the next month’s users will be grouped as follows:
24,500 for brand A4, 34,000 brand B, and 41,500 neither.
In two months the distribution will be 27,625 brand 4,
36,625 brand B, and 35,750 neither. Finally, in three
months the distribution will be 29,788 brand 4, 38,356
brand B, and 31,856 neither.

Section 2.5 Applications of Matrix Operations

12. First find

49

0.6 0.1 0.1{/100 150
PX =(02 0.7 0.1|/100| =|170,and
0.2 0.2 0.8 800 680
175
P’X = P(PX) = |217|
608
187.5
Continuing, you have P3X = |247.7|.
564.8
200
Finally, the steady state matrix for P is | 300 | because
500
0.6 0.1 0.1]200 200
0.2 0.7 0.1/300| = {300 |
0.2 0.2 0.8]500 500

14. Let

a b
P =
L—a l—b}

be a 2 x 2 stochastic matrix, and consider the system of

equations PX = X.

1o S L

you have
ax; +
(1-a)x +(1-b)x, =x,

bx, = Xx

or
(a - l)xl + bx, =0
(1 - a)xl - bx, = 0.

Letting x;, = band x, = 1 — a,you have 2 x 1state

matrix X satisfying PX = X

]
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16. Divide the message into groups of three and form the uncoded matrices.

18.

20.

P LEASE _ SE ND_ MON E Y _
[l6 12 5] [1 19 5] [0 19 5] [14 4 0] [13 15 14] [5 25 0]

Multiplying each uncoded row matrix on the right by 4 yields the following coded row matrices.

4 2 1

[l6 12 5|4 =16 12 5]|-3 -3 —1|=[43 6 9]
32 1

[1 19 5|4 = [-38 -45 -13]

[0 19 5|4 = [42 —47 -14]

[14 4 04 = [44 16 10]

[13 15 14]4 = [49 9 12]

[ 5 25 O]A = [—55 —65 —20]
So, the coded message is
43, 6, 9, —38, —45, —13, —42, 47 —14, 44, 16, 10, 49, 9, 12, —55, —65, —20.

Divide the message into groups of four and form the uncoded matrices.
HEL P 1S _COMTI NG _ _
[8 5 12 16] [O 9 19 O] [3 15 13 9] [14 7 0 O]

Multiplying each uncoded row matrix on the right by 4 yields the coded row matrices

-2 3 -1 -l
-1 1 1 1
[8 5 12 16]4=[8 5 12 16]
-1 -1 1 2
301 2 4

=[15 33 23 —43]
[0 9 19 0]4=[-28 -10 28 47]
[3 15 13 9]J4=[-7 20 7 2]
[14 7 0 0]4=[35 49 -7 -7]
So, the coded message is
15,33, -23, —43, 28, -10, 28,47, 7,20, 7,2, 35,49, -7, —7.

-4 3
Find 47! = { 3 2}, and multiply each coded row matrix on the right by A~! to find the associated uncoded row matrix.

[85 120]{_: _ﬂ =[20 15]= T, 0

[6 84" =[0 2]= B

[10 15]4" =[5 0] = E, _

[84 117]4" =15 18] = O, R

[42 56]4' =[0 14 = _ N

[90 125]47' =15 20] = O, T

[60 80]4a' =[0 20]= _, T

[30 45]4a" =[15 0] = O, _

[19 26]4" =[2 5] = B,E

So, the message is TO_ BE OR_ NOT _TO_ BE.
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11 2 -8
22. Find 4" =| 4 1 -3}, and multiply each coded row matrix on the right by A~ to find the associated uncoded row matrix.
-8 -1 6
11 2 -8
[112 -140 83]47' =[112 —140 83] 4 1 -3|=[8 1 22]= H, A,V
-8 -1 6
19 -25 134" = [5 0 1] = E _, A
[2 -76 61]la" = [0 7 18] = _, G, R
[o5 —118 71]4" = [5 1 20] = E A, T
[20 21 384" = [0 23 5 = _, W, E
[35 -23 36]4' = [5 11 5] = E, K, E
[42 48 32]4" = [14 4 0 = N, D, _

The message is HAVE_ A GREAT WEEKEND .

a b 26. You have
24. Let A7 = and find that
c d w X
- - [45 —35]{ } = [10 15] and
_s vz
(a D] WX
-19 -19 =10 19 38 —30{ }: 8 14|
SUEDNMEI R S P
U E So, 45w — 35y =10 and 45x — 35z =15
s B _ ] _
[37 16]61 :[21 5]‘ 38w — 30y 8 38x — 30z = 14.
Lc d] Solving these two systems gives w = y = land
This produces a system of 4 equations. x =-2,z = -3.50,
—19a — 19¢ =0 . 1 =2
A™ = .
- 19 -19d =19 1 -3
37a + 16e =2l (b) Decoding you have:
37b +16d = 5.
[45 3514 = [10 15] = J, O
Solving this system, you find ¢ = 1, 6 = 1, ¢ = —1, and [38 —3O]A’1 _ [8 14] ~ H N
4 =25, [18 —18]4" = [0 18] = _, R
P :{1 1} [35 -30]4" = [5 20] = E T
-1 =2 [81 —60]4" = [21 18] = U, R
Multiply each coded row matrix on the right by 47! to [42 —28]1‘171 = [14 0] = N, _
yield the uncoded row matrices. [75 —55]A’1 - [20 15] = T, O
[3 1,[14 3)[5 12).[0 15,18 4], 2 24" =0 2] > _ B
[5 18],[19 0], [0 19],[21 5] [22 214" = 1 19] = A, S
This corresponds to the message [I5 -10]4" = [5 0 = E _
CANCEL_ORDERS_SUE. The message is JOHN_RETURN_TO BASE .
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28. Use the given information to find D.
A B

03 0414
D =

04 02|B
The equation X = DX + E may be written in the form
(I - D)X = E;thatis,

0.7 041~ [50,000
04 08|  ]30,000[

. 130,000
Solving the system, X = .

102,500

30. From the given matrix D, form the linear system
X = DX + E,which can be writtenas (/ — D)X = E

08 04 -04 5000
-04 08 -0.2(X ={2000]|.
0 -02 08 8000

21,875
Solving this system, X = |17,000 |.
14,250

32. (a) The line that best fits the given points is shown on

the graph.
y
4__
T G2
2__
(_1’ 1). ../'
4 (1, 1)
X
(-3,00-1 | 1 23
-2+

(b) Using the matrices
1 -3

1
X = and Y =
1 1

N = = O

1 3

4 0 4
you have X7X = and XTY =
0 20

4= (x7x)"'x7Y = F‘) ﬂm ) {

1:|
3|
20 10

So, the least squares regression line is y = 3x + 1.

10
(c) Solving ¥ = XA + E for E, you have
0.1
0.3
-03(
0.1

E=Y-X4=

So, the sum of the squares erroris E'E = 0.2.

34. (a) The line that best fits the given points is shown on

the graph.
y
4T (5,2
1w, |
L @,

(b) Using the matrices

11 0
12 0
1 3 0
X = b3 and ¥ = !
1 4 1
1 4 2
1 5 2
11 6] 12]
you have

. 8 28] 8
XX = XTY =
28 116 37

So, the least squares regression line is y = 5x — 4.

4= (x"x)(x7Y) = {

D= & w

Al

(c) Solving Y = X4 + E for E, you have

1 3

- V_¥Y4-/1 -1 _3 1 _1 3
E_YXA_[4 4 T4 4 T4 4

-
|
=
[
4

and the sum of the squares erroris ETE = 1.5.

36. Using the matrices

1 1 0
X =11 3jand Y =3
15 6
you have
J1 1
11 1 3 9
XTx = 1 3| =
1 35 9 35
15

Jo
b 111 9
X'y = 3| =
13 os) [

4= (x"x)(x7Y) = {

o rofw
1

So, the least squares regression line is y = %x - %
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38.

40.

Using matrices
1 -4 -1

—_—
N
(9}

you have

, 4 0 , 8
XTX = , XTY =
0 40 32

R NEN

So, the least squares regression line is y = 0.8x + 2.

Using matrices

1 -3 4

1 - 2
X = and Y =

1 1 1

1 3 0
you have

, 4 0] 7
XTX = , XTY =
0 20 -13

4= (XTX)"(XTY) = E; ﬂ{_ﬂ B [_Qﬂ

So, the least squares regression line is
y = —0.65x + 1.75.

Section 2.5 Applications of Matrix Operations 53

42. Using matrices

1 0 6
1 4 3
X =1 5,Y=]0
1 8 -4
1 10 -5
you have
1 0
{1 4
’ 1 11 1 5 27
X'X = 1 5| =
0 5 8 10 27 205
1108
110
e
|1 3
r 1111 1 0
XY = 0| = .
0 4 5 8 10 =70
-4
__5_
-1 (205 =27 o
4 =(xTx) (xTr) = 5L
) ) = 0 )
_[18%
201350
So, the least squares regression line is
_ _175 945
y = —mx + m

44. (a) Using the matrices

1 25 82
1 30 75
X = Y =
1 35 67
1 40 55
you have
, 4 130] . 279
X'X = , X'Y =
130 4350 8845
and
- 127.6
A= (x"x)"'x"Y = ,
-1.78

So, the least squares regression line is
y = -178x +127.6

(b) When x = 32.95,
y = —1.78(32.95) + 127.6 = 68.95 ~ 69.
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46. (a) Using the matrices

1 100 75
X =1[1 120, Y = |68

1 140 55
you have

1100
. 1 30360
XX = 1 =
100 120 140 360 44,000

1
198
XTY =
{23,360}

A= (XTX)’I(XTY) S

44,000 -360 198
-360 323,360

o {302,400} B

126
24001 _1200 -0.5(

So, the least squares regression line is y = —0.5x + 126.
(b) %
o/
-(100, 75)
(140, 55)
8oL : : -4 160
40
© [ Number (x) 100 | 120 | 140
Percent (y) 75 68 55
Model percent (v) | 76 66 56

(d) When x =170, y = -0.5(170) + 126 = 41%.

() When y = 40%, you have 40 = —0.5x + 126 and, therefore, x = 172.

Review Exercises for Chapter 2

1 2 7 1 -2 -4 56 8 54 4
2. 2|5 4| +81 2|=|-10 8|+| 8 16|=|-2 24
6 0 1 4 -12 0 8 32 -4 32

. (1 5}{6 1(-2) + 5(0) 1
2 44 00

2 1] 4 2 -2 4

6. + =
16 03 1 0 4

8. Multiplying the left side of the equation yields

[ 2x -y 5
B3x+ 4y [-2f

So, the corresponding system of linear equations is
2x— y =5
3x + 4y = 2.

-2 8} _ [1(6) + 5(4)

( _
2(6) = 4(4) 2(-2) - 4(0) 28) - 4(0)} )

R P R

10. Multiplying the left side of the equation yields

v+ 2z 0
Ix+2y+z|=|-1}
4x — 3y + 4z -7

So, the corresponding system of linear equations is
y+2z=0

-1

-7.

3x+2y+ z =
4x - 3y + 4z =
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12. Letting 22. Begin by adjoining the identity matrix to the given matrix.
2 1 X _8 1 111:1000
A= 14,x:y,andb:_4, [AI]_O 1 11 010 0
, o . oo 110010
the given system can be written in matrix form
00 01 000 1
Ax =b
This matrix reduces to
2 1|x -8
{ }{}_{ } 10 00 1 -1 0 O
bbbl 1 . 01000 1 -1
[1 : A ] =
14. Letting 0010:0 -
3 .1 ] M 0 00 0 1 0 0 0 1
A=|2 4 5 x=|x|andb =|=3 So, the inverse matrix is
1 =2 3 X 1 b=t 00
4 0 1 -1 0
the given system can be written in matrix form A7 = o o 1 -1/
Ax = b. 0 0 o0 1
6. a7 =| > 7 M4 x b
-1 0

Rl F S MR N
wf L ]

equation Ax = b as follows.

2 1
- L 3] _
18. 47 = |2 0 1073 1

_1
35 }, solve the
10

5"—‘ v

-3
26 A X b
1 1 =2 -3
1 1 2][x 0
A4 = |21 =2 3]=|-2 4 6
1 -1 1|x|=]-1
-3 -3 6 9
2 1 1|x 2
1
Using Gauss-Jordan elimination, you find that
AAT = [1 -2 —3] 2| = [14] s 1 3
5 R
-1 _ 1
AT =5 -5 5|
20. From the formula % é _%
» 1 { d —b} Solve the equation Ax = b as follows.
~ ud — bel - 2 13
ad —bcl-c a -< 5 3|0 1
S MO I B 1 _
you see that ad — bc = 4(2) — (~1)(-8) = 0, and so the x=4b=| 5 -5 s|-1=]1
301 _2
matrix has no inverse. 5 s “s)L2 -1

- 2 4
28. Because (ZA) "= L) J, you can use the formula for

the inverse of a 2 x 2 matrix to obtain

2 47" 11 -4 1 -4
24 = - = -
0 1 2-0l0 2| 20 2
-1

1
| 4
SO’A:HO 2}: ) 1|
0

2

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.



56 Chapter 2 Matrices

32. Because the given matrix represents 6 times the second

2 x| . .
30. The matrix L 4} will be nonsingular if row, the inverse will be % times the second row.

ad — bc = (2)(4) — (1)(x) # 0, which implies that 1 00
x # 8. 0+ 0
0 0 1

For Exercises 34 and 36, answers will vary. Sample answers are shown below.

34. Begin by finding a sequence of elementary row operations to write 4 in reduced row-echelon form.

Matrix Elementary Row Operation Elementary Matrix
14 0 1]
Interchange 2 rows. E =
-3 13 10
1 -4 1 0
Add 3 times row 1 to row 2. E, =
01 301
10 . 1 4]
Add 4 times row 2 to row 1. E, =
0 1 0 1

Then, you can factor 4 as follows.

0 1 1 01 4
A4 = E'ES'ES =
1 0]|-3 1j|0 1

36. Begin by finding a sequence of elementary row operations to write 4 in reduced row-echelon form.

Matrix Elementary Row Operation Elementary Matrix
(1 0 2] % 00
020 1 times row one. E =0 10
|1 0 3] 00 1
(1 0 2] 10 0]
020 Add -1 times row one to row three. E,=]10 10
00 1 -1 0 1]
[1 0 0] (1 0 -2]
020 Add -2 times row three to row one. E;=|0 1 0
10 0 1] 0 0 1]
[1 0 0] 10
010 1 times row two. E, =0 %
10 0 1] 0 0 1
So, you can factor 4 as follows.

3 0 0//1 0 0|1 0 2|1 0 0
A=E'E;'E;'E;' =10 1 0/0 1 0fj0 1 0/l0 2 0

0 0 1|1 0 10 0 1f|0 0 1

. a b
38. Letting 4 = , you have
c d

Az_abab_a2+bc ab+bd| |0 0
c dl|c d ac + dc cb + d? 0 0

So, many answers are possible.
0 00 1
5 , etc.
0 00 O
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40. There are many possible answers.
0 1 10 0 1|1 0 00
A= , B = = 4B = = =0
0 0 0 0 0 00 O 0 0
1 00 1 0 1
But, BA = = + O.
0 0/|0 O 0 0

42. If aX + bY + ¢Z = O, then

1 -1 3 0
2 0 4 0
a + b + ¢ = s
0 3 -1 0
1 2 2 0

which yields the system of equations
a—- b+3¢=0
2a +4c =0
3b- ¢c=0
a+2b+ 2 =0.

Solving this homogeneous system, the only solutionis a = b = ¢ = 0.

44. No, this is not true. For example, let

2 -3 1 0 31
A = , B = and C = .
{2 —5} [O —4} L 2}

Then, AC_E _ﬂ—CB,butAiB.
46. Matrix Elementary Matrix
M1 1
12 2|=4
12 3
(11 1 10
0 1 1 E =|-110
123 0 0 1
11 1] 1 0 0]
01 1 E,=| 0 10
01 2] -1 0 1]
11 1] (1 0 0]
01 1|=U E, = 10
0 0 1] 0 -1 1]

10 0][1 11
EEEA=U= A=E'E'E;'U=|1 1 0|0 1 1|=LU
11 10 o1
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48.

50.

52.

54.

Chapter 2 Matrices

Matrix Elementary Matrix
2 1 1 -]
03 1 -1
=4
00 -2 0
2 1 1 -2]
2 1 1 1] 100 0
03 1 -1 1 00
=U E =
00 -2 0 010
00 0 -1 -1 0 0 0
100021 1 -1
01 0 00 1 -1
EA=U = A= = LU
00 1 00 -2 0
1 00 1J0 0 -1
1 00 On 7 7
0100 -3 -3
Ly = b: 2 = =y =
0 0 1 Ofys 2 2
1 0 0 1|y, 8 1
21 1 -1||x 7 4
03 1 -1|x -3 -1
Ux =y = = X =
00 -2 O0fx 2 -1
00 0 —1|x 1 -1
(a) False. The product of a 2 x 3 matrix and a 3 x 5 matrix is a 2 x 5 matrix.

(b) True. See Theorem 2.6(4) on page 68.

(a) True. (ABA‘])Z = (4BA™')(4BA™) = AB(A'A)BA™" = ABIBA™' = AB*A”".
(b) False.Let 4 = [1 0} and B = {_1 0}.
0 1 0 -1

00
Then 4 + B = .
0 0

A + B is a singular matrix, while both 4 and B are nonsingular matrices.

40 64 52332 132 501.12 169.12
(a AB =|60 82 76|3.22 1.07| =|700.36 236.86
76 96 84]3.12 0.92 823.52 280.32

This matrix shows the total sales of milk each day in the first column and total profit each day in the second column.

(b) The profit for Friday through Sunday is the sum of the elements in the second column of 4B,
169.12 + 236.86 + 280.32 = $686.30.
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56. (a) In matrix B, grading system 1 counts each midterm as 25% of the grade and the final exam as 50% of the grade.
Grading system 2 counts each midterm as 20% of the grade and the final exam as 60% of the grade.

78 82 80] 80  80]

84 88 85| 85.5 854
0.25 0.20

92 93 90 91.25 91

(b) 4B = 025 0.20]| =

88 86 90 88.5 88.8
0.50 0.60

74 78 801" 78 78.4

196 95 98] 196.75 97|

©

> QO w > ww
> QO w > ww

58. This matrix is stochastic because 0 < a; < land each column adds up to 1.

0.6 0.2 0.0{1000 800
60. PX =|0.2 0.7 0.1{1000| = |[1000 |;
0.2 0.1 0.9]1000 1200

800 680

P2X = P|1000| = | 980
11200 [1340|

[ 680] [ 604]

PX = P| 980| = 956/
[1340] 1440

62. If you continue the computation in Exercise 61, you find that the steady state is
140,000
X =1100,000
60,000
which can be verified by calculating
PX = X.

64. The uncoded row matrices are
BEA M _M E_U P_S COT T Y _
2 5 1] 13 013 [5 0 21] [t6 0 19] [3 15 20] [20 25 0]

Multiplying each 1 x 3 matrix on the right by 4 yields the coded row matrices.
[17 6 20] [0 0 13] [—32 -16 —43] [—6 -3 7] [11 -2 —3] [115 45 155]

So, the coded message is
17, 6, 20, 0, 0, 13, =32, —-16, —43, -6, -3, 7, 11, -2, =3, 115, 45, 155.

Copyright © Houghton Mifflin Harcourt Publishing Company. Al rights reserved.



60

Chapter 2 Matrices

66. Find 47 'to be

68.

70.

P
Tl

and the coded row matrices are

[11 52],[-8 9], [-13 -39, [5 20],[12 56],[5 20],[-2 7],[0 41],[25 100].

Multiplying each coded row matrix on the right by 47! yields the uncoded row matrices.

SH OW _ M E _ TH E_ M O N E Y _
[19 8] [15 23] [0 13] [5 0] [20 8] [5 0] [13 15] [14 5] [25 0]
So, the message is SHOW_ME _THE MONEY .

Find 47'to be
-40 16 9
A= 13 -5 -3
5 2 -1

and the coded row matrices are

[23 20 132],[54 128 102],[32 21 203],[6 10 23],[21 15 129],[36 46 173],[29 72 45]

Multiplying each coded row matrix on the right by A4~' yields the uncoded row matrices.
D O NT _ HA V E_A _CO W _ M AN _
[0 4 15 [14 20 o] [8 1 22] [5 0 1] [0 3 15] [23 0 15 [1 14 0]
So, the message is DONT HAVE A COW_MAN .

4 2 1
3 13 13
: -1 _ |8 _9 2
Find 47 =135 -3 13}
S _4 _2
3 "3 13

and multiply each coded row matrix on the right by 47! to find the associated uncoded row matrix.

4 2 1

[66 27 -31]4' =[66 27 —31]2 —g g =[25 1 14 = Y,A N
5O

(7 5 94" =11 5 5 = K E E

[61 46 -73]4" = [19 0 23] = S, _, W

[46 -14 94" = [9 14 0 = I N, _

[94 21 —49]4' = [23 15 18] = W, O, R

(2 —4 124" =12 4 0 = L D, _

[66 31 -53]4" = [19 5 18] = S, E, R

[47 33 —67]J4" = [9 5 199 = 1 E S

The message is YANKEES WIN_WORLD_SERIES.
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72. Solve the equation X = DX + E for X to obtain
(I = D)X = E, which corresponds to solving the

augmented matrix.
09 -03 -02 : 3000
0 0.8 -03 : 3500
-04 -0.1 09 : 8500

The solution to this system is
(10000

X = 110000 |

115000

74. Using the matrices
(1 2
3
4land ¥ =

I
—_— = = e e
N N S L S Ny

you have

. 520 . [u14
XTX = , XTY =
20 90 63

4= (x7x)"x7y = {_é:i _z'_ﬂ{;ﬂ - {0.(7)}

So, the least squares regression line is y = 0.7x.

76. Using the matrices

11 1

11 3
X =1 lland Y = |2

11 4

1 2 5
you have

, 56|, 15
XTX = ,XTY =
6 8 20

A= (x7x)"'X7Y = Lé ;;ﬂﬁ(ﬂ - {2.(5)}'

So, the least squares regression line is y = 2.5x.

Review Exercises for Chapter 2 61

78. (a) Using the matrices

11 177.1
1 2 179.9
X =|1 3fand Y =[184.0
1 4 188.9
1 5 195.3
you have
1 1
41 2
1 5 15
X'x = 1 3| =
1 2 3 45 15 55
1 4
s
and
[177.1
_|179.9
r 1 11 11 925.2
XY = 184.0| = .
1 2 3 45 2821
“1188.9
11953

-1
Now, using (X Tx ) to find the coefficient matrix

A, you have
A W
B 1{8571}
01 227
171.42
:{ 4.54}'

So, the least squares regression line is
y = 4.54x + 171.42.

(b) The CPIin 2010 s
y = 454(10) + 171.42 = 216.82

The CPIin 2015 is
y = 454(15) + 171.42 = 239.52.
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1 0 [109.5]
11 128.3
. _ 12 140.8
80. (a) Using the matrices X = and ¥ = you have
1 3 158.7
1 4 182.1
11 5] 1207.9 |
1 0] [109.5]
11 128.3
11111 1)1 2 6 15 1111 1 1]1408 927.3
XTx = = and XTY = = .
0123 45|13 15 55 012 3 4 5/1587 2653.9
1 4 182.1
1 5] 1207.9 |

-1
Now, using (X Tx ) to find the coefficient matrix 4, you have

N [ 55 15| 9273 [ 11193 106.6
4=(X"x) X"y =k = = = ,
-15  6/2653.9 2013.9| [19.18

So, the least squares regression line is y = 19.18x + 106.6.
(b) Using a graphing utility with Z, = {0, 1, 2, 3, 4, 5} and L, = {109.5, 128.3, 140.8, 158.7, 182.1, 207.9} gives the same

least squares regression line: y = 19.18x + 106.6.

© Year 2000 | 2001 | 2002 | 2003 | 2004 | 2005

Actual 109.5 | 128.3 | 140.8 | 158.7 | 182.1 | 207.9

Estimated | 106.6 | 125.8 | 145.0 | 164.1 | 183.3 | 202.5

The estimated values are close to the actual values.
(d) The number of subscribers in 2010 is y = 19.18(10) +106.6 = 298.4 million.
(e) 260 = 19.18x + 106.6
153.4 = 19.18x
8 ~ x

The number of subscribers will be 260 million in 2008.
Project Solutions for Chapter 2

1 Exploring Matrix Multiplication

1. Test 1 seems to be the more difficult. The averages were: 1
5. M| |represents the sum of the test scores for each
Test 1 average = 75 1

Test 2 average = 85.5 1
student, and %M L} represents each students’ average.

2. Anna, David, Chris, Bruce

1 0 6. [1 11 I]M represents the sum of scores on each test;
3. M represents scores on first test. M represents
0 1 41 1 1 1]M represents the average on each test.

scores on second test.

1
4. [l 0 0 O]M represents Anna’s scores. 700101 1M L} represents the overall points total for

[0 01 O]M represents Chris’s scores. all students on all tests.
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1
8. &1 11 1]MH = 80.25

1.1
9. M
1.0
2 Nilpotent Matrices
1. 4% # 0and 4° = 0, the index is 3.

2. (a) Nilpotent of index 2
(b) Not nilpotent
(c) Nilpotent of index 2
(d) Not nilpotent
(e) Nilpotent of index 2
(f) Nilpotent of index 3

1 0
index 2; | 0
0

—
—_

w
(e
S
S
—

index 3

(=]
(=]
o
(=]
(=)

index 2; index 3;

oS O O O
S O O O
S O O~
S O o O
S O O O
S O O
S O = =

S O O O o o o o

index 4

S O O =
S O =
S = = =

n
oS O o O Ol !
S O O O =
S O O = =
S O = = = .
(= T e

6. No. If 4 is nilpotent and invertible, then 4* = O for some kand 4*~! = O.So,
A =1=0=a4"4"=(4"4)4" = 14 = 0
which is impossible.

7. If A is nilpotent then (Ak )T = (AT )k = O, But (AT )]H = (Ak’l)r # O which shows that A” is nilpotent with the same
index.

8. Let 4 be nilpotent of index k. Then,
(I-A) AT + A2 s LA+ D) =T -4 =1
which shows that
(A“‘] AT A A 1)

is the inverse of [ — A.
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